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Chapter 1

Introduction

The idea underlying this thesis is based on a problem which is, for Banach function

spaces, fully developed and may at the beginning be called the �optimal domain

problem�. To describe this term more precisely let us start with a simpler version of

this problem. Suppose that X(µ) is a Banach function space over a positive, �nite

measure space (Ω,Σ, µ), X is a Banach space and T is a continuous linear operator

de�ned on X(µ) and assuming its values in X. Is it then possible to �nd a larger

Banach function space Y (µ) over (Ω,Σ, µ) including X(µ) continuously and such

that T extended to Y (µ) is still continuous?

The answer is �yes� as the following example shows. Consider the Volterra operator

V1 : L1([0, 1])→ L1([0, 1]) mapping f 7→ V1(f) where

V1(f)(w) :=

∫ w

0

f(t) dλ(t), for w ∈ [0, 1].

Hence, V1 is de�ned on the Banach function space L1([0, 1]) over the positive, �nite

measure space
(
[0, 1],B([0, 1]), λ

)
where λ denotes Lebesgue measure and B([0, 1])

the Lebesgue measurable subsets of [0, 1]. Obviously we can choose

f(t) := (1− t)−1, for t ∈ [0, 1),

to obtain a function which is certainly not in L1([0, 1]) but nevertheless suggests a

candidate for an element of an extended domain of V1 since∫ w

0

(1− t)−1 dλ(t) = −
(
ln(1− w)

)
, for all w ∈ [0, 1),

and, moreover, − ln(1 − ·) ∈ L1([0, 1]) as direct calculation shows. Indeed, the

investigations in [28] revealed that the original domain of V1 can be extended to the

larger space L1
(
(1− t) dλ(t)

)
.

5



This result inevitably leads to the question whether there exists a sort of �largest

domain� of T . More precisely: Let X(µ) be a Banach function space over a positive,

�nite measure space (Ω,Σ, µ), X be a Banach space and T : X(µ) → X be a

continuous linear operator again. Does there exist a largest Banach function space

Z(µ) over (Ω,Σ, µ) satisfying X(µ) ⊆ Z(µ) continuously (in the sense that Y (µ) ⊆
Z(µ) for all Banach function spaces Y (µ) into which X(µ) is included continuously)

and such there is a continuous linear operator T̃ : Z(µ)→ X which coincides with T

on X(µ)? This question was �rst successfully and systematically treated for various

kernel operators T by Curbera and Ricker; see, for example, the papers [3], [4].

One can show that under certain assumptions on the space X(µ) the existence of

such a �largest� Banach function space follows immediately. But the amazing point

is that under these assumptions on X(µ) there is a remarkable connection between

the search of the optimal domain of T and the theory of vector measures. So, let

X(µ) be a Banach function space over a positive, �nite measure space (Ω,Σ, µ)

again, this time, however, containing the Σ-simple functions sim(Σ) and such that

its norm ‖ · ‖X(µ) is σ-order continuous. Then, sim(Σ) is necessarily dense in X(µ).

Moreover, let X be a Banach space and T : X(µ) → X be a continuous linear

operator. The �nitely additive set function mT : Σ→ X de�ned by

mT (A) := T (χA), for A ∈ Σ,

is then a Banach-space-valued vector measure and, for each s ∈ sim(Σ), the equation∫
Ω

s dmT = T (s)

holds. Whenever additionally the mT -null sets and the µ-null sets coincide, one

obtains the following result: The optimal domain space of T exists and coincides

with the space L1(mT ) of all mT -integrable functions. Furthermore, the optimal

extension of T is the integration operator ImT : L1(mT )→ X given by

ImT (f) :=

∫
Ω

f dmT , for f ∈ L1(mT ).

The so-called �optimal extension process� of continuous linear operators de�ned on

Banach function spaces as discussed in the previous paragraph has been studied

thoroughly by various mathematicians. Moreover, the search for and characteriza-

tion of the optimal domain resp. the optimal extension of T has found a variety

of applications, for example, the study of kernel and di�erential operators, to name

but a few. A large part of the current research on this topic is summarized in [26];
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the results established therein will form the foundations of this thesis.

Since not all of the important spaces in analysis are normable it is only natural to

ask whether this �optimal extension process� can also be applied to other spaces

than only Banach function spaces. So, the aim of this thesis will be to translate

the theory to a special class of function spaces, namely the Fréchet function spaces,

whose topology is not generated by a single function norm but by a sequence of

function semi-norms. Starting-point will then be a Fréchet function space X(µ)

over a positive, σ-�nite measure space (Ω,Σ, µ) and a continuous linear operator

T : X(µ) → X with values in a Fréchet space X. Hence, we are looking for a

�largest� Fréchet function space Z(µ) including X(µ) continuously (in the sense as

stated above) and such that the extension T̃ : Z(µ) → X is still continuous and

coincides with T on X(µ). The main goal will be to see whether the topology of the

Fréchet function space X(µ) allows similar properties and concepts as in the case

of Banach function spaces and thus, gives way to a connection between the search

of the optimal domain and extension of T and the theory of Fréchet-space-valued

vector measures. Of course, the central question is whether in the case of Fréchet

function spaces the optimal domain of T is still L1(mT ) and its optimal domain the

integration operator ImT .

The thesis is structured as follows.

Chapter 2 provides all the necessary mathematical foundations of this work. Not

only notations will be �xed, but also all the lemmas and propositions that turn out

to be relevant for the theory will be formulated or, if necessary, be derived in this

chapter.

Chapter 3 forms the theoretical part of this thesis. At �rst we will take a closer look

at the Fréchet function space X(µ) and its properties. Special attention will be paid

to the inclusion X(µ) ⊆ Y (µ) for any Fréchet function space Y (µ) containing X(µ).

In a second step we will concentrate on the Fréchet-space-valued vector measure mT

associated with T and the space of mT -integrable functions L
1(mT ). Finally, we will

decide whether the optimal domain of T exists and coincides with L1(mT ).

Chapter 4 intends to apply the theory obtained in Chapter 3 to some well-known

operators T : X(µ) → X de�ned on Fréchet function spaces X(µ), namely the

multiplication operators Mp−
g : Lp−([0, 1]) → Lp−([0, 1]) and Mp

g,loc : Lp
loc

(R) →
Lp

loc
(R), the Volterra operator Vp− : Lp−([0, 1]) → Lp−([0, 1]) and the convolution

operator Cp−
g : Lp−(G)→ Lp−(G) (where G is a compact Abelian group).
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Chapter 5 summarizes the results obtained in Chapter 3 and Chapter 4 and will give

a preview of possible further research.
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Chapter 2

Preliminaries

Chapter 2 presents an overview over all the mathematical �elds that are relevant

for this thesis. The aim is to introduce the de�nitions and notations that will be

used in the forthcoming chapters and to highlight some well-known (and some not

so well-known) results that will be relevant especially for the theoretical part of this

work. Section 2.1 treats the theory of locally convex topological vector spaces and

the di�erent topologies de�ned on such a space. Special attention will be paid to

the class of Fréchet spaces and their properties since they will play a major role in

the sequel. Section 2.2 summarizes classical measure and integration theory with

regard to a �nite, σ-�nite or complex measure µ. Here we will concentrate mainly

on the connection between convergence µ-a.e. and local convergence in measure as

well as on the topology of local convergence in measure. Section 2.3 deals with a

special class of Riesz spaces, the Fréchet function spaces. The focus will be on the

properties of the Fréchet function spaces and their relevance for the forthcoming

studies. The section closes with two examples of Fréchet function spaces that will

play a signi�cant role in Chapter 4: the spaces Lp−([0, 1]) and Lp
loc

(R). Section

2.4 introduces the terminology concerning vector measures having values in Fréchet

spaces. Since it will turn out to be a useful tool for the applications in Chapter 4

we take a look at the Bochner µ-integrability and the Pettis µ-integrability as well.

Finally, Section 2.5 outlines the theory of integration on topological groups. It will

become important when the convolution operator is investigated in Section 4.3.

2.1 Fréchet spaces

Let X be a vector space over a scalar �eld K (where K = R or K = C) and denote

by P(X) the set of all subsets of X. Let τ ⊆ P(X) be a system of subsets of X.

Recall that τ is called a topology on X if it satis�es the following conditions:
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(i) X ∈ τ , ∅ ∈ τ .
(ii) If V,W ∈ τ , then also V ∩W ∈ τ .
(iii) If {Vj}j∈J ⊆ τ , then also

⋃
j∈J Vj ∈ τ .

The elements of τ are called the open sets of X whereas their complements are the

closed sets of X. Note, given two vector spaces X1, X2 equipped with a topology

τ1 resp. τ2, that an operator T : X1 → X2 is called continuous if T−1(V ) := {x ∈
X1 : T (x) ∈ V } ∈ τ1, for all V ∈ τ2. A vector space X endowed with a topology

τ such that the vector space operations are continuous with respect to τ is called a

topological vector space. It is denoted by the pair (X, τ).

Let V ∈ P(X) be a subset of a topological vector space (X, τ). V is called balanced

if, for every x ∈ V and for every λ ∈ K satisfying |λ| 6 1, the element λx is in V

again. V is said to be absorbing if X =
⋃
n∈N nV , where nV = {nx : x ∈ V }. It is

called convex if, for any x, y ∈ V , the line segment λx+ (1− λ)y, where 0 6 λ 6 1,

is contained in V . The set V is said to be absolutely convex if it is balanced and

convex. Finally, V is called compact if, for every collection {Vj}j∈J ⊆ τ (J being an

arbitrary index set) satisfying V ⊆
⋃
j∈J Vj, there exists a �nite subset F ⊆ J such

that V ⊆
⋃
j∈F Vj.

Let (X, τ) be a topological vector space and let x ∈ X. A subset U ∈ P(X) is

called a neighbourhood of x if there is a set V ∈ τ satisfying x ∈ V and V ⊆ U . The

topological vector space X is called Hausdor� if, for each pair x, y ∈ X of distinct

points, there are respective neighbourhoods Ux, Uy of x, y such that Ux ∩ Uy = ∅.
The set of all neighbourhoods of x is denoted by U(x). A subset B ⊆ U(x) is called

a neighbourhood base if, for each U ∈ U(x), there is a set B ∈ B such that B ⊆ U .

The topological vector space X is called a locally convex topological vector space if

each element of X has a neighbourhood base of absolutely convex sets. A system V
of neighbourhoods of 0 is called fundamental if, for each neighbourhood U ∈ U(0),

there exists Ũ ∈ V such that Ũ ⊆ U .

Recall that a mapping p : X → [0,∞) on a vector space X is called a semi-norm if

it satis�es the following conditions:

(i) If x = 0, then p(x) = 0.

(ii) p(λx) = |λ| p(x), for all λ ∈ K, for all x ∈ X.

(iii) p(x+ y) 6 p(x) + p(y), for all x, y ∈ X.

A semi-norm p is called a norm if condition (i) is valid in both directions:

(i') x = 0 if and only if p(x) = 0.

Let X be a locally convex topological vector space and let U ⊆ X be an absolutely
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convex, absorbing set. The Minkowski functional φU : X → [0,∞) is de�ned by

φU(x) := inf{λ > 0 : x ∈ λU}, for x ∈ X. (2.1)

In the sequel, we will consider a family {pi}i∈I (with I an arbitrary index set) of

continuous semi-norms on a topological vector space X. {pi}i∈I is said to be a fun-

damental system of semi-norms if the sets Ui := {x ∈ X : pi(x) < 1}, where i ∈ I,
form a fundamental system of neighbourhoods of 0. Note that every locally convex

topological vector space has a fundamental system of semi-norms {pi}i∈I meaning

that {pi}i∈I satis�es the following conditions, [22, p. 232]:

(i) For each x 6= 0, there is an i ∈ I such that pi(x) > 0.

(ii) For any i, j ∈ I, there exist a ∈ I and M > 0 such that max{pi, pj} 6M pa.

A family of semi-norms which satis�es condition (i) is called separated. A locally

convex topological vector space is Hausdor� if and only if it has a separated family of

continuous semi-norms. Conversely, let X be a vector space and let {pi}i∈I be any
family of semi-norms satisfying conditions (i) and (ii) as stated before. Then there

is a unique locally convex topology on X such that the {pi}i∈I form a fundamental

system of semi-norms [22, p. 233]. A locally convex topological vector space X

whose topology is generated by a fundamental system of semi-norms {pi}i∈I will be
denoted by the pair (X, {pi}i∈I).

Let (X, {pi}i∈I) be a locally convex Hausdor� space and let {xδ}δ∈D ⊆ X be a net

in X (here, (D,>) denotes a directed set). {xδ}δ∈D is said to converge to an element

x ∈ X if

lim
δ
pi(x− xδ) = 0, for all i ∈ I.

{xδ}δ∈D is called Cauchy if, for every semi-norm pi and for every ε > 0, there exists

an index ϑi,ε such that

pi(xδ − xδ̃) < ε, for all δ, δ̃ > ϑi,ε.

Accordingly, a sequence {xn}n∈N ⊆ X is called Cauchy if, for every semi-norm pi

and for every ε > 0, there exists an index Ni,ε ∈ N such that

pi(xn − xm) < ε, for all n,m > Ni,ε.

In a locally convex Hausdor� space X we therefore have the following notations: X

is said to be complete if every Cauchy net in X converges to some element in X, and

X is called sequentially complete if every Cauchy sequence converges to some element
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in X. A locally convex Hausdor� space is called a Fréchet space if the topology of

X is generated by a fundamental sequence of semi-norms {pk}k∈N such that X is

complete. Note that in a Fréchet space completeness and sequential completeness

coincide, [22, p. 239]. In the sequel, we assume a Fréchet space is always generated

by an increasing fundamental system of semi-norms {pk}k∈N, that is, pk 6 pk+1, for

all k ∈ N.

Recall that a mapping d : X ×X → [0,∞) on a topological vector space X is called

a pseudo-metric if the following conditions are satis�ed:

(i) d(x, x) = 0.

(ii) d(x, y) = d(y, x), for all x, y ∈ X.

(iii) d(x, z) 6 d(x, y) + d(y, z), for all x, y, z ∈ X.

Note that points in a pseudo-metric space need not be distinguishable, that is, one

may have d(x, y) = 0 for distinct values x 6= y. Whenever condition (i) can be

replaced by

(i') d(x, y) = 0 if and only if x = y,

the mapping d is called a metric. Since a Fréchet space (X, {pk}k∈N) has a countable

fundamental system of semi-norms, X is metrizable means that there exists a metric

d on X such that (X, d) is a metric space whose metric induces the topology on X

and such that (X, {pk}k∈N) and (X, d) have the same Cauchy sequences, [22, pp.

276�277]. A metric which satis�es the required conditions is de�ned by means of

the semi-norms pk as follows:

d(x, y) :=
∞∑
k=1

pk(x− y)

2k
(
1 + pk(x− y)

) , for x, y ∈ X.

Let (X, {pk}k∈N), (Y, {p̃k}k∈N) be two Fréchet spaces and let T : X → Y be a linear

operator. Then T is continuous if, for every k ∈ N, there exist lk ∈ N and Mk > 0,

such that

p̃k
(
T (x)

)
6Mk plk(x), for all x ∈ X. (2.2)

A criterion for continuity by means of sequences is given by the following important

theorem; see [18, p. 168] where it is stated for the more general case that X, Y are

complete metrizable topological vector spaces.

Proposition 2.1.1 (Closed Graph Theorem)

Let X, Y be two Fréchet spaces and let T : X → Y be a linear operator. Then the

following equivalence holds: T is continuous if and only if whenever limn→∞ xn = x in
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X and limn→∞ T (xn) = y in Y , then T (x) = y. �

Note that a linear operator T from a Fréchet space X to a Fréchet space Y is

continuous if and only if T is continuous in 0, [22, pp. 233�234]. Hence, the Closed

Graph Theorem can be reduced to the following assertion.

Corollary 2.1.1

Let X, Y be two Fréchet spaces and let T : X → Y be a linear operator. Then the

following equivalence holds: T is continuous if and only if whenever limn→∞ xn = 0 in

X and limn→∞ T (xn) = y in Y , then y = 0. �

In a Fréchet space (X, {pk}k∈N) a linear functional x∗ : X → C is continuous if and

only if there exist an index k ∈ N and a constant M > 0 such that

|〈x, x∗〉| 6M pk(x), for all x ∈ X.

Here, 〈·, ·〉 denotes the canonical bilinear form of the duality. The above de�nition

is equivalent to the assertion that there exists a neighbourhood U ∈ U(0) in X such

that sup
{
|〈x, x∗〉| : x ∈ U

}
<∞, [22, p. 234]. Denote by X∗ the vector space of all

such continuous linear functionals. X∗ is called the dual space of X.

For each x∗ ∈ X∗ de�ne a semi-norm px∗ : X → [0,∞) by

px∗(x) := |〈x, x∗〉|.

The family of semi-norms {px∗}x∗∈X∗ induces the weak topology on X. It is the

topology on X with the fewest open sets such that each element of X∗ remains a

continuous function with respect to the original topology on X. It is denoted by

σ(X,X∗). Moreover, the weak topology is locally convex, [22, p. 245]. A sequence

{xn}n∈N ⊆ X is said to converge for the weak topology or weakly converges to x ∈ X
if and only if

lim
n→∞
〈xn, x∗〉 = 〈x, x∗〉, for all x∗ ∈ X∗.

A subset C ⊆ X is called bounded if

sup
{
pk(x) : x ∈ C

}
<∞, for all k ∈ N.

A set C ⊆ X is bounded in σ(X,X∗) if

sup
{
|〈x, x∗〉| : x ∈ C

}
<∞, for all x∗ ∈ X∗.
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A set C ⊆ X is bounded for the given locally convex Hausdor� topology in (X,

{pk}k∈N) if and only if it is bounded for the weak topology σ(X,X∗), [22, p. 249].

For V ⊆ X being any convex set the closure of V formed in the original topology of

X coincides with its closure taken in the weak topology σ(X,X∗), [32, p. 65].

Let (X, τ) be a locally convex Hausdor� space. It is possible to de�ne a topology

on X∗ by means of a family of subsets of X. Let C denote the family of all bounded

sets in X. A topology on X∗ is generated by the semi-norms of the form

|x∗|C := sup
{
|〈x, x∗〉| : x ∈ C

}
as C varies over C. This topology is called the strong topology of X∗ and coincides

with the topology of uniform convergence on the bounded sets in X. The dual

space equipped with the strong topology is denoted by X∗β. Note that X
∗
β is locally

convex again. The space of all continuous linear functionals on X∗β is denoted by

X∗∗. Equipped with the strong topology, i.e., X∗∗ = (X∗β)∗β, it is called the bidual of

X. The original space (X, τ) is called re�exive if the bidual X∗∗ is equal to X and

if the topology of (X∗β)∗β coincides with the original topology τ .

For the next proposition let (X, {pk}k∈N) be a Fréchet space. Denote, for each

k ∈ N, by Xk the completion of the quotient normed space X/p−1
k ({0}). Then each

Xk equipped with the quotient norm p̃k is a Banach space, a so-called local Banach

space. The following result, [22, pp. 282�283], states a useful criterion concerning

the re�exivity of a Fréchet space.

Proposition 2.1.2

If the Fréchet space X has a fundamental system of semi-norms {pk}k∈N such that all

local Banach spaces Xk, for k ∈ N, are re�exive, then X is re�exive. �

Concerning the convergence of a series of elements of a Fréchet space (X, {pk}k∈N)

we have the following notations. Let
∑∞

n=1 xn be a formal series in X. The series

is said to converge in X, if there exists an element x ∈ X such that the sequence of

partial sums
{∑n

j=1 xj
}
n∈N converges to x in the topology of X. The series is said to

be unconditionally convergent if, for every bijection π : N→ N, the series
∑∞

n=1 xπ(n)

converges in X. The series is called subseries convergent if, for every increasing

sequence of natural numbers {nj}j∈N ⊆ N, the series
∑∞

j=1 xnj is convergent in X.

And �nally, the series is absolutely convergent if
∑∞

n=1 pk(xn) <∞, for every k ∈ N.

The following powerful theorem will be important for the study of vector measures

(see [21], for instance).
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Proposition 2.1.3 (Orlicz-Pettis Theorem)

LetX be a Fréchet space and let
∑∞

n=1 xn be a series inX. Then the following assertions

hold:

(i)
∑∞

n=1 xn is unconditionally convergent in X if and only if
∑∞

n=1 xn is subseries

convergent in X.

(ii) Whenever each subseries
∑∞

j=1 xnj of the original series converges in X for the

weak topology σ(X,X∗), then
∑∞

n=1 xn is subseries convergent in the topology

of X. �

In a topological vector space X an absolutely convex subset V ⊆ X is called a

Banach disc if its linear hull

XV :=
⋃
λ>0

λV,

equipped with its Minkowski functional φV as de�ned in (2.1), is a Banach space.

Moreover, the natural injection XV ⊆ X is then continuous, [32, p. 97]. Each

absolutely convex, bounded and closed subset V of a locally convex space X is a

Banach disc, [22, p. 249].

Finally, a Hausdor� topological space X is called locally compact if each element

x ∈ X possesses a compact neighbourhood. Let X be a locally convex space, Y be

a Fréchet space and T : X → Y a continuous linear map. Then T is called compact

if there is a neighbourhood U ∈ U(0) such that the closure of its range T (U) is

compact in Y .

2.2 Measure and measure space

Let Ω be a non-empty set and let P(Ω) be the set of all subsets of Ω. A family of

subsets Σ ⊆ P(Ω) is called a σ-algebra if it satis�es the following conditions:

(i) Ω ∈ Σ.

(ii) If A ∈ Σ, then also its complement Ac ∈ Σ.

(iii) If {Aj}j∈N ⊆ Σ, then also
⋃
j∈NAj ∈ Σ.

Property (iii) can be substituted by the following equivalent condition:

(iii') If {Aj}j∈N ⊆ Σ, then also
⋂
j∈NAj ∈ Σ.

In the case of Ω = X being a topological or metric space and O being the system of

open subsets of X, the σ-algebra of Borel sets, or Borel σ-algebra, is de�ned as the

smallest σ-algebra over X containing O. It is denoted by B(X). The pair (Ω,Σ) is

called a measurable space.
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A set function µ : Σ → [0,∞] de�ned on a σ-algebra Σ is called a measure if it

satis�es µ(∅) = 0 and

µ

(
∞⋃
j=1

Aj

)
=
∞∑
j=1

µ(Aj), (2.3)

for any sequence {Aj}j∈N ⊆ Σ of disjoint sets. Condition (2.3) is called σ-additivity

or countable additivity. It is characterized in the following way: Let µ : Σ→ [0,∞]

be a �nitely additive set function and let {Aj}j∈N ⊆ Σ be any sequence of sets such

that µ(A1) < ∞ and Aj ↓j ∅. Then µ is a measure, i.e., σ-additive, if and only if

µ(Aj) ↓j 0, [11, p. 32]. Here, ↓ and ↑ indicate that the sets are monotone decreasing

resp. increasing in Ω. A measure µ is called �nite if µ(Ω) <∞. It is called σ-�nite

if and only if there exists a sequence {Aj}j∈N ⊆ Σ such that µ(Aj) < ∞, for each

j ∈ N, and
⋃
j∈NAj = Ω. The triple (Ω,Σ, µ) is called a measure space.

Given a measure µ : Σ → [0,∞], a set A ⊆ Ω is called a µ-null set if A ∈ Σ and

µ(A) = 0. The family of µ-null sets will be denoted by N0(µ). A measure space

(Ω,Σ, µ) is called complete if each subset of a µ-null set A ∈ Σ belongs to Σ and,

hence, is a µ-null set as well. As usual, properties that are valid everywhere on Ω

except on a µ-null set are said to be valid µ-almost everywhere (brie�y: µ-a.e.).

Let (Ω,Σ, µ) be a measure space. A function f : Ω → C is said to be µ-measurable

if f−1(A) := {w ∈ Ω : f(w) ∈ A} ∈ Σ, for every A ∈ B(C). Measurability of

a function can also be characterized by means of Σ-simple functions. A function

s : Ω → C is called a Σ-simple function if its range consists of �nitely many points

α1, . . . , αl ∈ C and if

Aj := s−1({αj}) = {w ∈ Ω : s(w) = αj} ∈ Σ,

for each j = 1, . . . , l. Hence, a Σ-simple function s can also be written in the form

s =
l∑

j=1

αj χAj , where
l⋃

j=1

Aj = Ω. (2.4)

If the points α1, . . . , αl are distinct, then the sets s−1({αj}), for j = 1, . . . , l, are

pairwise disjoint. It is clear that each Σ-simple function is measurable. The space

of all Σ-simple functions will be denoted by sim(Σ). A function f : Ω → [0,∞)

is µ-measurable if and only if there exists a sequence {sn}n∈N of Σ-simple func-

tions satisfying 0 6 sn ↑n f . Applying this to f+ := max{f, 0} and f− :=

max{−f, 0} one obtains that, for each µ-measurable function f : Ω → R, there
exists a sequence {sn}n∈N of Σ-simple functions with |sn| 6 |f |, for n ∈ N, con-
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verging to f pointwise on Ω. Thus, a C-valued function f is µ-measurable if

(Re(f))+, (Re(f))−, (Im(f))+, (Im(f))− are µ-measurable. Here, Re(f) denotes the

real part and Im(f) the imaginary part of the function f . The space of all C-valued
µ-measurable functions on Ω is denoted by M(µ). Note that functions in M(µ)

di�ering only on a µ-null set are identi�ed. Whenever we consider the set of all

individual µ-measurable functions f : Ω → C we will write M(µ). By M(µ)+ we

denote the subset of all functions f ∈ M(µ) that are R-valued and non-negative

µ-a.e., i.e., functions satisfying f > 0 µ-a.e. on Ω.

Let (Ω,Σ, µ) be a measure space. For any Σ-simple function s : Ω → [0,∞) given

by (2.4) its µ-integral is de�ned by

∫
Ω

s dµ :=
l∑

j=1

αj µ(Aj). (2.5)

Note that
∫

Ω
s dµ = ∞ whenever µ(Aj) = ∞ and αj 6= 0 for some j. Accordingly,

the µ-integral of a measurable function f : Ω→ [0,∞), which is approximated by a

sequence of non-negative Σ-simple functions {sn}n∈N, that is, 0 6 sn ↑n f , is de�ned
by ∫

Ω

f dµ := lim
n→∞

∫
Ω

sn dµ.

Note that this de�nition is independent of the choice of the sequence {sn}n∈N ⊆
sim(Σ), [11, p. 122]. A µ-measurable function f : Ω → [0,∞) is called µ-integrable

if and only if its µ-integral over Ω takes a �nite value. Accordingly, a µ-measurable

function f : Ω → R is de�ned to be µ-integrable, if the µ-integrals of both f+ and

f− take �nite values. The µ-integral of f over Ω is then de�ned by∫
Ω

f dµ =

∫
Ω

f+ dµ−
∫

Ω

f− dµ.

A µ-measurable C-valued function f : Ω → C is called µ-integrable if and only if

the µ-integrals of both Re(f) and Im(f) take �nite values. The integral of f is then

de�ned by ∫
Ω

f dµ =

∫
Ω

Re(f) dµ+ i

∫
Ω

Im(f) dµ.

Note that in the case of a C-valued function we have, [11, p. 129],

Re

(∫
Ω

f dµ

)
=

∫
Ω

Re(f) dµ, Im

(∫
Ω

f dµ

)
=

∫
Ω

Im(f) dµ. (2.6)
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Denote by L1(µ) the space of all µ-measurable functions f : Ω→ C satisfying

‖f‖1 :=

∫
Ω

|f | dµ <∞.

Since L1(µ) is not Hausdor� as soon as there is a non-empty µ-null set, de�ne by

N (µ) the set of all µ-measurable functions that are µ-null, that is, f = 0 µ-a.e. on

Ω. The quotient L1(µ) := L1(µ)/N (µ) becomes a Hausdor� space and ‖ · ‖1 is a

norm on L1(µ). Similarly, de�ne for a �xed p ∈ (1,∞) the space Lp(µ) consisting

of all p-integrable functions, i.e., µ-measurable functions f : Ω→ C that satisfy

‖f‖p :=

(∫
Ω

|f |p dµ
)1/p

<∞.

Forming the quotient Lp(µ) := Lp(µ)/N (µ) we again obtain a Hausdor� space

and ‖ · ‖p becomes a norm on Lp(µ). Finally, denote by L∞(µ) the space of all

µ-measurable functions f : Ω→ C satisfying

‖f‖∞ := ess sup
{
|f(w)| : w ∈ Ω

}
<∞,

the so-called space of all µ-essentially bounded functions inM(µ), i.e., functions that

are bounded except on a µ-null set. Again, L∞(µ) := L∞(µ)/N (µ) is Hausdor� and

‖ · ‖∞ a norm on L∞(µ). For 1 6 p 6 ∞, each space Lp(µ) is a complete normed

space, i.e., a Banach space, [11, p. 232]. Furthermore, in �nite measure spaces the

inclusions

L∞(µ) ⊆ Lp
′
(µ) ⊆ Lp(µ) ⊆ L1(µ) (2.7)

hold, for 1 < p < p′ <∞. Concerning the norms we have

‖f‖p 6 µ(Ω)(1/p)−(1/p′)‖f‖p′ , (2.8)

for all f ∈ Lp′(µ), [11, p. 233]. The inequality (2.8) results from Hölder's inequality,

i.e., ∫
Ω

|fg| dµ 6
(∫

Ω

|f |p dµ
)1/p(∫

Ω

|g|q dµ
)1/q

(2.9)

which is valid for all µ-measurable functions f, g : Ω → C and 1 6 p, q 6 ∞
satisfying 1

p
+ 1

q
= 1 where 1

∞ := 0, [11, p. 223]. For p ∈ (1,∞) �xed, let q be

the conjugate exponent of p meaning that 1
p

+ 1
q

= 1. Then, for each g ∈ Lq(µ), the

mapping ϕg : Lp(µ)→ C de�ned by

ϕg(f) :=

∫
Ω

fg dµ, for f ∈ Lp(µ), (2.10)
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is a continuous linear functional on Lp(µ). And, since the mapping ϕ : Lq(µ) →(
Lp(µ)

)∗
de�ned by ϕ(g) := ϕg, with ϕg(f) given by (2.10) for each f ∈ Lp(µ),

turns out to be a norm isomorphism, [11, pp. 290�292], the dual space of Lp(µ) can

be written explicitly: (
Lp(µ)

)∗
= Lq(µ).

Note, for µ being a σ-�nite measure, that the dual space of L1(µ) can be speci�ed

as well. Namely, (
L1(µ)

)∗
= L∞(µ),

with each g ∈ L∞(µ) acting in L1(µ) via f 7→
∫

Ω
fg dµ, for f ∈ L1(µ). Moreover,

Lp(µ) is re�exive for 1 < p <∞, [35, p. 105].

Let us return to the space of all µ-measurable functions M(µ) over an arbitrary

measure space (Ω,Σ, µ). Concerning convergence in M(µ) there are two major

concepts. A sequence {fn}n∈N ⊆ M(µ) is said to converge µ-a.e. to f ∈ M(µ)

if there exists a µ-null set A such that {fn}n∈N converges pointwise to f on its

complement Ac. This de�nition leads to an equivalent formulation of convergence

µ-a.e., [11, p. 250]: As the �diverging set� A is a µ-null set it is clear that, for every

ε > 0, the set {
w ∈ Ω : ∀ n ∈ N ∃ k ∈ N : |fn+k(w)− f(w)| > ε

}
(2.11)

is µ-null, meaning that

µ

(
∞⋂
n=1

∞⋃
k=1

{
w ∈ Ω : |fn+k(w)− f(w)| > ε

})
= 0, for all ε > 0. (2.12)

The second important type of convergence of sequences {fn}n∈N ⊆M(µ) which will

play a major role in the forthcoming theory is the so-called local convergence in

measure. A sequence {fn}n∈N ⊆ M(µ) is said to locally converge in measure to a

function f ∈ M(µ) if, for every ε > 0 and for all A ∈ Σ satisfying µ(A) < ∞, we

have

lim
n→∞

µ
({
w ∈ Ω : |fn(w)− f(w)| > ε

}
∩ A

)
= 0. (2.13)

The interesting aspect is that there exists a �topology of local convergence� onM(µ)

generated by a family of pseudo-metrics. For each A ∈ Σ satisfying µ(A) <∞, de�ne

a mapping ρA : M(µ)×M(µ)→ [0,∞) by

ρA(f, g) :=

∫
A

|f − g|
1 + |f − g|

dµ.
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The integral exists since µ(A) <∞ and |f−g|
1+|f−g| is majorized by χΩ. Each of the ρA

is a pseudo-metric (and not a metric as ρA(f, g) = 0 may be true for f 6= g) and the

family {
ρA : A ∈ Σ, µ(A) <∞

}
de�nes a topology on M(µ), the so-called topology of local convergence. Note that

the topology can also be generated by an equivalent family of pseudo-metrics, [12,

pp. 178�179]. Whenever µ is a σ-�nite measure the topology onM(µ) is metrizable.

This may be achieved by a mapping d : M(µ)×M(µ)→ [0,∞) de�ned by

d(f, g) :=
∞∑
j=1

ρAj(f, g)

2j(1 + µ(Aj))
=
∞∑
j=1

1

2j(1 + µ(Aj))

∫
Aj

|f − g|
1 + |f − g|

dµ, (2.14)

where {Aj}j∈N ⊆ Σ is any sequence of non-null measurable sets satisfying
⋃
j∈NAj =

Ω and µ(Aj) <∞, for all j ∈ N. Then d is a pseudo-metric, as each of the ρAj is a

pseudo-metric. Furthermore, d(f, g) = 0 if and only if ρAj(f, g) = 0, for all j ∈ N, if
and only if f = g µ-a.e. on Aj, for all j ∈ N. But, as

⋃
j∈NAj = Ω, this is equivalent

to the assertion that f = g µ-a.e. on Ω, i.e., f = g in M(µ). Thus, d is a metric

on M(µ) and it de�nes the same topology on M(µ) as the family of pseudo-metrics

{ρA : A ∈ Σ, µ(A) <∞}.

The next remark gives a description of the convergence in the topology of M(µ).

Remark 2.2.1

Let (Ω,Σ, µ) be a σ-�nite measure space and {fn}n∈N ⊆ M(µ) be a sequence of

measurable functions. Then the following assertion holds: {fn}n∈N locally converges

in measure to a function f ∈M(µ) if and only if lim
n→∞

d(fn, f) = 0, with d given by

(2.14).

Proof of Remark 2.2.1:

First of all, let us derive some useful inequalities concerning the pseudo-metrics

ρA. Fix ε > 0 and de�ne, for each n ∈ N, the set

Bε,n :=
{
w ∈ Ω : |fn(w)− f(w)| > ε

}
. (2.15)

Here, {fn}n∈N ⊆ M(µ) and f ∈ M(µ) are arbitrary. Then Bε,n ∈ Σ and, for each

A ∈ Σ satisfying µ(A) < ∞, we obtain Bε,n ∩ A ∈ Σ with µ(Bε,n ∩ A) < ∞. Note

that on Bε,n we have

1 >
|fn − f |

1 + |fn − f |
>

ε

1 + ε
, (2.16)
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whereas on Bc
ε,n the inequality becomes

|fn − f |
1 + |fn − f |

<
ε

1 + ε
. (2.17)

Hence, for each n ∈ N, the following inequalities hold, for every A ∈ Σ:

µ(Bε,n ∩ A) =

∫
Bε,n∩A

χΩ dµ

(2.16)

>
∫
Bε,n∩A

|fn − f |
1 + |fn − f |

dµ

(2.16)

>
∫
Bε,n∩A

ε

1 + ε
dµ

=
ε

1 + ε
µ(Bε,n ∩ A). (2.18)

Now, assume that {fn}n∈N ⊆ M(µ) is a sequence locally converging in measure

to a function f ∈M(µ), meaning that, for each ε > 0 and for each A ∈ Σ satisfying

µ(A) <∞, we have

lim
n→∞

µ
({
w ∈ Ω : |fn(w)− f(w)| > ε

}
∩ A

)
= 0.

Fix any sequence {Aj}j∈N ⊆ Σ of measurable sets satisfying
⋃
j∈NAj = Ω and

0 < µ(Aj) <∞, for all j ∈ N. Then we obtain, for each ε > 0 and each j ∈ N, that

lim
n→∞

µ
({
w ∈ Ω : |fn(w)− f(w)| > ε

}
∩ Aj

)
= 0.

Fix ε > 0. For each j ∈ N this means (see (2.15)) that there exists an index

n0(ε, j) ∈ N such that

µ(Bε,n ∩ Aj) < ε, for all n > n0(ε, j). (2.19)

Then, for all n > n0(ε, j), we have∫
Aj

|fn − f |
1 + |fn − f |

dµ =

∫
Bε,n∩Aj

|fn − f |
1 + |fn − f |

dµ+

∫
Bcε,n∩Aj

|fn − f |
1 + |fn − f |

dµ

(2.18)

6 µ(Bε,n ∩ Aj) +

∫
Bcε,n∩Aj

|fn − f |
1 + |fn − f |

dµ

(2.17)

< µ(Bε,n ∩ Aj) +

∫
Bcε,n∩Aj

ε

1 + ε
dµ

= µ(Bε,n ∩ Aj) +
ε

1 + ε
µ(Bc

ε,n ∩ Aj)

6 µ(Bε,n ∩ Aj) +
ε

1 + ε
µ(Aj)
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(2.19)

< ε+ ε µ(Aj) = ε (1 + µ(Aj)).

Accordingly,

1

1 + µ(Aj)

∫
Aj

|fn − f |
1 + |fn − f |

dµ 6 ε, for all n > n0(ε, j).

As ε > 0 was chosen arbitrarily, we obtain that

lim
n→∞

1

1 + µ(Aj)

∫
Aj

|fn − f |
1 + |fn − f |

dµ = 0, for all j ∈ N. (2.20)

To show that limn→∞ d(fn, f) = 0 �x an arbitrary ε > 0. Since
∑∞

j=1
1
2j

is an

absolutely convergent series, we can �nd an index j0 ∈ N such that

∞∑
j=j0+1

1

2j
<
ε

2
.

Due to the inequality

1

2j(1 + µ(Aj))

∫
Aj

|fn − f |
1 + |fn − f |

dµ 6
1

2j(1 + µ(Aj))

∫
Aj

χΩ dµ

=
1

2j
· µ(Aj)

1 + µ(Aj)︸ ︷︷ ︸
61

6
1

2j
, for all n ∈ N,

also
∞∑

j=j0+1

1

2j(1 + µ(Aj))

∫
Aj

|fn − f |
1 + |fn − f |

dµ <
ε

2
(2.21)

is true. On the other hand, (2.20) implies that for the given ε > 0 there exists an

index nε ∈ N such that

j0∑
j=1

1

2j(1 + µ(Aj))

∫
Aj

|fn − f |
1 + |fn − f |

dµ <
ε

2
, (2.22)

for all n > nε. Taking the estimates (2.21) and (2.22) together we obtain that

∞∑
j=1

1

2j(1 + µ(Aj))

∫
Aj

|fn − f |
1 + |fn − f |

dµ

=

j0∑
j=1

1

2j(1 + µ(Aj))

∫
Aj

|fn − f |
1 + |fn − f |

dµ+
∞∑

j=j0+1

1

2j(1 + µ(Aj))

∫
Aj

|fn − f |
1 + |fn − f |

dµ

<
ε

2
+
ε

2
= ε, for all n > nε.
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As ε > 0 was chosen arbitrarily we can conclude that

lim
n→∞

d(fn, f) = lim
n→∞

∞∑
j=1

1

2j(1 + µ(Aj))

∫
Aj

|fn − f |
1 + |fn − f |

dµ = 0.

Conversely, let {fn}n∈N ⊆ M(µ) be any sequence of µ-measurable functions

satisfying lim
n→∞

d(fn, f) = 0 for some function f ∈M(µ). Then, by (2.14), we have

lim
n→∞

1

1 + µ(Aj)

∫
Aj

|fn − f |
1 + |fn − f |

dµ = 0,

and hence,

lim
n→∞

∫
Aj

|fn − f |
1 + |fn − f |

dµ = 0,

for all j ∈ N. Here, {Aj}j∈N ⊆ Σ is any sequence of measurable sets such that⋃
j∈NAj = Ω and µ(Aj) < ∞, for all j ∈ N. Now, let A ∈ Σ be any set satisfying

µ(A) < ∞. Choose {Aj}j∈N such that A = Aj0 for some j0 ∈ N. De�ne, for ε > 0

�xed, the sets Bε,n as done in (2.15). Hence, Bε,n ∩ A ∈ Σ and µ(Bε,n ∩ A) < ∞.

Considering the inequalities (2.16) we �nally obtain (for A = Aj0) that

0 = lim
n→∞

∫
Bε,n∩A

|fn − f |
1 + |fn − f |

dµ > lim
n→∞

ε

1 + ε
µ(Bε,n ∩ A) > 0,

meaning that {fn}n∈N locally converges in measure to f . �

The following remark states how convergence µ-a.e. and local convergence in mea-

sure are linked together as soon as (Ω,Σ, µ) is a σ-�nite measure space.

Remark 2.2.2

Let (Ω,Σ, µ) be a σ-�nite measure space. Then the following assertions hold:

(i) Let {fn}n∈N ⊆M(µ) be a sequence of µ-measurable functions locally converg-

ing in measure to f ∈M(µ) as well as to g ∈M(µ). Then f = g locally µ-a.e.,

meaning that, for each A ∈ Σ satisfying µ(A) < ∞, the equality fχA = gχA

holds µ-a.e., [11, p. 254]. Since the measure space is σ-�nite it follows that

f = g µ-a.e..

(ii) Let {fn}n∈N ⊆ M(µ) be a sequence of µ-measurable functions converging µ-

a.e. to f ∈ M(µ). Then {fn}n∈N locally converges in measure to f , [12, p.

174].

(iii) A sequence {fn}n∈N ⊆ M(µ) of µ-measurable functions locally converges in
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measure to f if and only if each subsequence of {fn}n∈N admits a subsequence

which converges µ-a.e. to f , [11, p. 258].

(iv) M(µ) is complete for the topology of local convergence, [33, p. 268�269]. �

Note that the Σ-simple functions sim(Σ) are dense in M(µ), [11, p. 242].

Further important theorems concerning convergence of a sequence of µ-measurable

functions are the following, [11, p. 125 & p. 145].

Proposition 2.2.1 (Monotone Convergence Theorem)

Let {fn}n∈N ⊆M(µ)+ be any increasing sequence of functions. Then,∫
Ω

(
lim
n→∞

fn

)
dµ = lim

n→∞

∫
Ω

fn dµ. �

Proposition 2.2.2 (Lebesgue's Dominated Convergence Theorem)

Let {fn}n∈N ⊆ M(µ) be a sequence of functions converging µ-a.e. to a function

f ∈M(µ). Whenever there exists a µ-integrable function g ∈M(µ)+ satisfying |fn| 6 g

µ-a.e. on Ω, for all n ∈ N, then also the functions f , fn are µ-integrable, for all n ∈ N,
and

lim
n→∞

∫
Ω

fn dµ =

∫
Ω

f dµ. �

Another important theorem in measure theory is Fubini's Theorem. For the theory

of integration with respect to product measures see, for example, [11, pp. 164�191].

Proposition 2.2.3 (Fubini's Theorem)

Let (X,ΣX , µ), (Y,ΣY , ν) be σ-�nite measure spaces and denote by X×Y the product

space of the topological spaces X and Y , by ΣX ⊗ ΣY the product σ-algebra and by

µ⊗ ν the product measure of µ and ν. Then the following assertions hold.

(i) For each non-negative ΣX ⊗ ΣY -measurable function f : X × Y → [0,∞) the

functions de�ned on X resp. Y by

x 7→
∫
Y

f(x, y) dν(y) and y 7→
∫
X

f(x, y) dµ(x)

are ΣX-measurable resp. ΣY -measurable and∫
X×Y

f dµ⊗ ν =

∫
X

(∫
Y

f(x, y) dν(y)

)
dµ(x)
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=

∫
Y

(∫
X

f(x, y) dµ(x)

)
dν(y).

(ii) Let f : X×Y → C be µ⊗ν-integrable. Then f(x, ·) is ν-integrable for µ-almost

every x ∈ X and

A :=
{
x ∈ X : f(x, ·) is not ν-integrable

}
∈ ΣX ;

respectively, f(·, y) is µ-integrable for ν-almost every y ∈ Y and

B :=
{
y ∈ Y : f(·, y) is not µ-integrable

}
∈ ΣY .

Moreover, the functions

x 7→
∫
Y

f(x, y) dν(y) and y 7→
∫
X

f(x, y) dµ(x)

are µ-integrable over Ac resp. ν-integrable over Bc, and∫
X×Y

f dµ⊗ ν =

∫
Ac

(∫
Y

f(x, y) dν(y)

)
dµ(x)

=

∫
Bc

(∫
X

f(x, y) dµ(x)

)
dν(y). �

A set function µ : Σ → C is called a complex measure if µ(∅) = 0 and if it is

σ-additive, that is,

µ

(
∞⋃
j=1

Aj

)
=
∞∑
j=1

µ(Aj),

for any sequence {Aj}j∈N ⊆ Σ of disjoint sets. Associated with the complex measure

µ de�ne a set function |µ| : Σ→ [0,∞) by

|µ|(A) := sup
π

l∑
j=1

|µ(Aj)|

where the supremum is taken over all �nite partitions π = {Aj}lj=1 of A ∈ Σ.

Then |µ| is called the variation measure of µ and the �nite number ‖µ‖ := |µ|(Ω) is

called the total variation of µ. Concerning the variation of a measure, the following

proposition turns out to be a useful tool, [31, p. 152].

Proposition 2.2.4

Let µ be a positive measure on Σ, g ∈ L1(µ) and de�ne λ(A) =
∫
A
g dµ, for all A ∈ Σ.
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Then the following equality holds:

|λ|(A) =

∫
A

|g| dµ, for A ∈ Σ. �

Moreover, some further properties of the variation of a complex measure are brought

together in the following lemma; see [31, Chapter 6] or [10, Chapter III], for instance.

Lemma 2.2.1

Let µ : Σ→ C be a complex measure. Then the following assertions hold:

(i) |µ(A)| 6 |µ|(A), for all A ∈ Σ.

(ii) |µ|(B) 6 |µ|(A), for all A,B ∈ Σ with B ⊆ A.

(iii) sup{|µ(B)| : B ∈ Σ, B ⊆ A} 6 |µ|(A) 6 4 sup{|µ(B)| : B ∈ Σ, B ⊆ A},
for all A ∈ Σ. �

Finally, a measure µ : Σ → [0,∞] is said to be non-atomic if, for each A ∈ Σ

satisfying µ(A) > 0, there exists a set B ∈ A ∩ Σ := {A ∩ S : S ∈ Σ} such that

µ(B) 6= 0 and µ(A\B) 6= 0. The range of a �nite, positive non-atomic measure

µ : Σ → [0,∞) is the closed interval [0, µ(Ω)]; see [16] and the references therein.

Moreover, we say that µ has the Darboux property on Σ if, for each A ∈ Σ and

0 < t < µ(A), there exists a set B ∈ A ∩ Σ such that µ(B) = t. Note that a

non-atomic measure always has the Darboux property, [16]. Non-atomic measures

are in some ways advantageous as the following lemma shows.

Lemma 2.2.2

Let µ : Σ → [0,∞) be a �nite, positive non-atomic measure. Let A ∈ Σ be such that

µ(A) > 0 and let l ∈ N be �xed. Then there exists a partition {Aj}lj=1 ⊆ Σ of A such

that

µ(Aj) =
µ(A)

l
, for all j = 1, . . . , l.

Proof:

Choose an arbitrary A ∈ Σ satisfying µ(A) > 0 and �x l ∈ N. Let µ(A) =: α.

Since µ is a �nite, positive non-atomic measure, µ has the Darboux property on Σ.

Thus, there exists a set A1 ∈ A ∩ Σ ⊆ Σ such that µ(A1) = α
l
. The additivity of µ

gives

α = µ(A) = µ
(
A1 ∪ (A\A1︸ ︷︷ ︸

=:B1

)
)

= µ(A1) + µ(B1) = α
l

+ µ(B1)
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or, equivalently,

µ(B1) = α− α
l

= (l − 1) · α
l
.

Since B1 ∈ A ∩ Σ and µ restricted to A ∩ Σ still has the Darboux property we can

�nd a set A2 ∈ B1 ∩ Σ ⊆ Σ such that µ(A2) = α
l
. Thereby we obtain that

α = µ(A) = µ
(
A1 ∪ A2 ∪ (B1\A2︸ ︷︷ ︸

=:B2

)
)

= µ(A1) + µ(A2) + µ(B2) = 2 · α
l

+ µ(B2)

or, equivalently,

µ(B2) = α− 2 · α
l

= (l − 2) · α
l
.

Continue inductively and suppose that we have already found sets A1, . . . , Al−1 ∈ Σ

satisfying Aj ∈ Bj−1 ∩ Σ ⊆ Σ where B0 := A and Bj := Bj−1\Aj, for all j =

1, ..., l − 1, and µ(Aj) = α
l
, for all j = 1, . . . , l − 1. Then,

α = µ(A) = µ
(l−1⋃
j=1

Aj ∪
(
Bl−2\Al−1︸ ︷︷ ︸

=:Bl−1

))
=

l−1∑
j=1

µ(Aj) + µ(Bl−1) = (l− 1) · α
l

+ µ(Bl−1)

or, equivalently,

µ(Bl−1) = α− (l − 1) · α
l

= α
l
.

Let Al := Bl−1. Then Al ∈ Bl−1 ∩ Σ ⊆ Σ and µ(Al) = α
l
and we have found a

partition {Aj}lj=1 ⊆ Σ of A satisfying µ(Aj) = α
l
, for all j = 1, . . . , l. �

2.3 Fréchet function spaces

A vector space X over the scalar �eld R is called a Riesz space or vector lattice if

it is endowed with a partial order 6 such that, for any x, y ∈ X and λ ∈ R, the
following conditions are satis�ed:

(i) If x 6 y, then x+ z 6 y + z, for all z ∈ X.

(ii) If 0 6 λ and x 6 y, then λx 6 λy.

(iii) For any pair of vectors x, y ∈ X there exists a supremum (denoted by x ∨ y)
in X with respect to the partial order of the lattice structure 6.

The element |x| := x ∨ (−x) is called the modulus of x. The set X+ := {x ∈ X :

0 6 x} is called the positive cone of X. Since x 6 x ∨ (−x) it follows from (i) that

0 = −x+x 6 −x+ |x|. Similarly, −x 6 x∨(−x) implies 0 6 x+ |x|. But, from (i) if

w 6 y and u 6 v, then w+u 6 y+v. It follows that 0+0 6 (−x+ |x|)+(x+ |x|) =

2|x|. Then (ii) yields 0 6 |x|, which is valid for every x ∈ X.

A vector lattice is said to be Archimedean if x, y ∈ X and nx 6 y, for all n ∈ N,
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imply that x 6 0. A vector subspace I of a Riesz space X is called an ideal if it is

solid, meaning that if x ∈ I and y ∈ X satisfy |y| 6 |x|, then y ∈ I. A locally solid

Riesz space is a Riesz space X equipped with a locally solid topology τ , meaning

that τ has a neighbourhood base at zero consisting of solid sets.

Let (Ω,Σ, µ) be a measure space. A mapping q de�ned onM(µ)+ is called a function

semi-norm whenever it satis�es the following conditions:

(i) 0 6 q 6∞.

(ii) If u = 0 µ-a.e., then q(u) = 0.

(iii) q(λu) = λ q(u), for every constant 0 6 λ <∞.

(iv) q(u+ v) 6 q(u) + q(v), for all u, v ∈M(µ)+.

(v) If u, v ∈M(µ)+ and u 6 v, then q(u) 6 q(v).

By setting q(f) := q(|f |), a function semi-norm can be extended to the whole of

M(µ). Recall thatM(µ) consists of C-valued µ-measurable functions. In particular,

(iii) then implies that

q(λf) = q(|λf |) = q(|λ||f |) = |λ| q(|f |) = |λ| q(f),

for every λ ∈ C and f ∈M(µ).

In the sequel, we will consider a sequence {qk}k∈N of function semi-norms instead

of a single function semi-norm q. A sequence of function semi-norms {qk}k∈N is

called fundamental if, whenever f ∈ M(µ)\{0}, there exists an index m ∈ N such

that qm(f) 6= 0, i.e., qm(f) ∈ (0,∞]. We assume {qk}k∈N to be increasing and

fundamental. De�ne

L{qk} :=
{
f ∈M(µ) : qk(f) <∞, for all k ∈ N

}
=
⋂
k∈N

Lqk ,

where Lqk := {f ∈ M(µ) : qk(f) < ∞}, for k ∈ N. Then L{qk} is a locally solid,

metrizable, locally convex Hausdor� space for the topology induced by {qk}k∈N.
Hence, whenever f ∈ M(µ) and g ∈ L{qk} satisfy |f | 6 |g|, then f ∈ L{qk} and

qk(f) 6 qk(g), for all k ∈ N. The space L{qk} is called a (locally solid) metrizable

function space and, if it is complete, a Fréchet function space. The positive cone of a

Fréchet function space L{qk} is de�ned by

L+
{qk} :=

{
f ∈ L{qk} : f > 0

}
consisting of all those functions in L{qk} that are [0,∞)-valued µ-a.e. on Ω.
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Let {qk}k∈N be an increasing, fundamental sequence of function semi-norms and let

L{qk} be de�ned as above. The metrizable function space L{qk} is said to have

the joint Riesz-Fischer property (brie�y: (JRF)-property) if, given any sequence

{fn}n∈N ⊆ L{qk} satisfying

∞∑
n=1

qk(fn) <∞, for all k ∈ N, it follows that qk

(
∞∑
n=1

|fn|

)
<∞, for all k ∈ N,

(2.23)

[6, De�nition 3.5]. In the de�nition of the (JRF)-property it is not assumed that

L{qk} is complete.

Remark 2.3.1

The above de�nition of the (JRF)-property can be replaced by an equivalent for-

mulation: L{qk} has the (JRF)-property if, given any sequence {un}n∈N ⊆ L+
{qk}

satisfying

∞∑
n=1

qk(un) <∞, for all k ∈ N, it follows that qk

(
∞∑
n=1

un

)
<∞, for all k ∈ N.

(2.24)

To prove Remark 2.3.1 we �rst need to consider another collection of µ-measurable

functions. Denote by M̃(µ) the set of all measurable functions f : Ω → R ∪
{−∞,+∞}. (For the properties of M̃(µ) see, for instance, [11, pp. 104�108].)

As usual M̃(µ)+ will denote the non-negative functions in M̃(µ), with∞ allowed as

a possible value. Now we can draw the following conclusion.

Lemma 2.3.1

Let {qk}k∈N be an increasing sequence of function semi-norms in M̃(µ) (which is fun-

damental in M(µ)) and let f ∈ M̃(µ)+ satisfy qk(f) < ∞, for all k ∈ N. Then f is

[0,∞)-valued µ-a.e..

Proof:

Let f ∈ M̃(µ)+ satisfy qk(f) < ∞, for all k ∈ N, and de�ne Af := {w ∈ Ω :

f(w) = ∞}. Then, for each w ∈ Ω, the inequality f(w) > nχAf (w) holds, for all

n ∈ N. Each qk being a function semi-norm we obtain

0 6 qk(nχAf ) = n qk(χAf ) 6 qk(f) <∞, for all k ∈ N, for all n ∈ N.

But, since R is Archimedean, this shows that qk(χAf ) = 0, for all k ∈ N. Hence, we
can conclude that χAf = 0 µ-a.e.. Therefore, Af is a µ-null set and f(w) < ∞, for
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µ-almost every w ∈ Ω. �

Proof of Remark 2.3.1:

It is clear that (2.23) implies (2.24).

Let now (2.24) be valid and let {fn}n∈N ⊆ L{qk} be any sequence satisfying∑∞
n=1 qk(fn) < ∞, for all k ∈ N. Fix an arbitrary n ∈ N. Since fn is C-valued, we

can write fn = gn + i hn, where gn is the real part and hn the imaginary part of fn.

Since |gn| 6 |fn| holds and each qk is a function semi-norm, we obtain

qk(gn) 6 qk(fn), for all k ∈ N.

On the other hand, gn is an R-valued function, and so we can write gn = g+
n − g−n .

Hence, we have |g+
n | 6 |gn| and therefore

qk(g
+
n ) 6 qk(gn) 6 qk(fn), for all k ∈ N.

As n was chosen arbitrarily, this is true for all n ∈ N, meaning that qk(fn) is a

majorant of qk(g
+
n ). Thus,

∞∑
n=1

qk(g
+
n ) 6

∞∑
n=1

qk(fn) <∞, for all k ∈ N.

The condition (2.24) implies that

qk

(
∞∑
n=1

g+
n

)
<∞, for all k ∈ N,

and Lemma 2.3.1 yields that
∑∞

n=1 g
+
n <∞ µ-a.e. on Ω. By repeating the arguments

we obtain the corresponding results for g−n , h
+
n and h−n . But, as

|fn| = |gn + i hn| 6 |gn|+ |hn| = g+
n + g−n + h+

n + h−n ,

for all n ∈ N, it follows that

∞∑
n=1

|fn| 6
∞∑
n=1

g+
n +

∞∑
n=1

g−n +
∞∑
n=1

h+
n +

∞∑
n=1

h−n ,

by which we can �nally conclude, by the triangle inequality for each qk, that

qk

(
∞∑
n=1

|fn|

)
6 qk

(
∞∑
n=1

g+
n

)
+ qk

(
∞∑
n=1

g−n

)
+ qk

(
∞∑
n=1

h+
n

)
+ qk

(
∞∑
n=1

h−n

)
<∞,
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for all k ∈ N. Hence, also (2.23) holds, that is, L{qk} has the (JRF)-property. �

In the following remark and lemma, we will denote Fréchet function spaces L{qk} over

a measure space (Ω,Σ, µ) by X(µ) and their positive cone by X(µ)+. An element

f ∈ X(µ) is said to be σ-order continuous (brie�y, σ-o.c.) if it has the property that

a sequence {un}n∈N ⊆ X(µ)+ converges to 0 in the topology of X(µ) whenever it

satis�es |f | > un ↓n 0 pointwise µ-a.e. on Ω. The collection of all σ-o.c. elements of

X(µ) is called the σ-order continuous part of X(µ) and is denoted by X(µ)a.

The next remark occurs in [6, Lemma 3.11]. Since the manuscript is unpublished

we give the proof of the statement here again.

Remark 2.3.2

Let f ∈ X(µ). Then f ∈ X(µ)a if and only if for every sequence {fn}n∈N ⊆ X(µ)

with |fn| 6 |f | and for which limn→∞ fn = f0 exists pointwise µ-a.e., it follows that

{fn}n∈N converges to f0 in the topology of X(µ).

Proof of Remark 2.3.2:

Let f ∈ X(µ)a. Choose any sequence {fn}n∈N in X(µ) with |fn| 6 |f | for which
limn→∞ fn = f0 pointwise. Since |f0| 6 |f |, we have f0 in X(µ). Then the sequence

{un}n∈N de�ned by un := sup{|fj − f0| : j > n}, for all n ∈ N, satis�es both

un 6 2|f |, for all n ∈ N (in particular, {un}n∈N ⊆ X(µ)+), and un ↓n 0. Hence,

{un}n∈N converges to 0 in the topology of X(µ). Since |fn− f0| 6 un, for all n ∈ N,
and the topology of X(µ) is locally solid, it follows that {fn}n∈N converges to f0 in

the topology of X(µ).

The converse statement is obvious. �

A Fréchet function space X(µ) is said to have a σ-Lebesgue topology if it has the

property that a sequence {un}n∈N ⊆ X(µ)+ converges to 0 in the topology of X(µ)

whenever it satis�es un ↓n 0 pointwise µ-a.e. on Ω. It is clear that, for every Fréchet

function space having a σ-Lebesgue topology, the σ-order continuous part and the

space itself coincide, i.e., X(µ) = X(µ)a.

The next result emphasizes the importance of the σ-Lebesgue topology for the theory

in the forthcoming chapters.

Lemma 2.3.2

Let X(µ) be a Fréchet function space containing the Σ-simple functions sim(Σ) and

having a σ-Lebesgue topology. Given f ∈ X(µ), there exists a sequence {rn}n∈N ⊆
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sim(Σ) such that |rn| 6 |f |, for n ∈ N, with {rn}n∈N converging to f both pointwise

on Ω and in the topology of X(µ). In particular, sim(Σ) is dense in X(µ).

Proof:

Let u ∈ X(µ)+. Choose a sequence of functions {sn}n∈N ⊆ sim(Σ) satisfying

0 6 sn ↑n u pointwise on Ω. Then (u − sn) ↓n 0. As X(µ) has a σ-Lebesgue

topology, it follows that

lim
n→∞

qk(u− sn) = 0, for all k ∈ N,

meaning that {sn}n∈N converges to u in the topology of X(µ). For an arbitrary

f ∈ X(µ), note that f = (g+ − g−) + i (h+ − h−) where g = g+ − g− denotes the

real part and h = h+ − h− the imaginary part of f . As g+, g−, h+, h− ∈ X(µ)+,

there exist sequences {sn}n∈N, {tn}n∈N of R-valued Σ-simple functions such that

0 6 s+
n ↑ g+, 0 6 s−n ↑ g− and 0 6 t+n ↑ h+, 0 6 t−n ↑ h− pointwise on Ω as well as in

the topology of X(µ). De�ne

rn := (s+
n − s−n ) + i (t+n − t−n ), for n ∈ N,

then {rn}n∈N ⊆ sim(Σ) with |rn| 6 |f |, for n ∈ N, and, by the triangle inequality,

we have

|f − rn| 6 |g+ − s+
n |+ |g− − s−n |+ |h+ − t+n |+ |h− − t−n |,

for all n ∈ N. Each qk being a function semi-norm we �nally obtain, by the triangle

inequality for each qk, that

qk(f − rn) 6 qk(g
+ − s+

n ) + qk(g
− − s−n ) + qk(h

+ − t+n ) + qk(h
− − t−n ),

for all k ∈ N. Taking the limit on both sides we derive

lim
n→∞

qk(f − rn) = 0, for all k ∈ N.

Hence, there exists a sequence of Σ-simple functions {rn}n∈N ⊆ sim(Σ) with |rn| 6
|f |, for n ∈ N, converging pointwise to f and in the topology of X(µ). �

Let us give two examples of Fréchet function spaces that we will extensively make

use of in Chapter 4.

Example 2.3.1

The Fréchet function space Lp−([0, 1])

Let Ω := [0, 1] and let λ be Lebesgue measure. In that case
(
[0, 1],B([0, 1]), λ

)
is
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a �nite measure space. Denote by L0([0, 1]) the Lebesgue measurable functions f :

[0, 1]→ C. Fix p ∈ (1,∞) and let {rk}k∈N be any sequence of real numbers in [1, p)

satisfying 1 6 rk ↑k p. De�ne, for each k ∈ N, a mapping qk : L0([0, 1])→ [0,∞] by

qk(f) :=

(∫ 1

0

|f |rk dλ
)1/rk

.

Then each qk is a function semi-norm, even a function norm on L0([0, 1]). (Observe

that Lqk is the usual Banach space Lrk([0, 1]), for k ∈ N.) This follows from [11, p.

224] and the monotonicity of the Lebesgue integral, [11, p. 132]: Let f, g ∈ L0([0, 1])

satisfy |f | 6 |g|, then |f |rk 6 |g|rk and consequently

qk(f) =

(∫ 1

0

|f |rk dλ
)1/rk

6

(∫ 1

0

|g|rk dλ
)1/rk

= qk(g),

for all k ∈ N. On the other hand, Hölder's inequality (2.9) implies that the sequence

of function norms {qk}k∈N is increasing. To see this, �x k ∈ N and let f ∈ L0([0, 1]).

Then |f |rk ∈ L0([0, 1]) and by setting r := rk+1

rk
and s :=

(
1 − 1

r

)−1
we obtain

1
r

+ 1
s

= 1. Applying Hölder's inequality gives

∫ 1

0

|f |rk dλ
(2.9)

6

(∫ 1

0

|f |rkr dλ
)1/r (∫ 1

0

|χ[0,1]|sdλ
)1/s

=

(∫ 1

0

|f |rk+1dλ

)rk/rk+1

λ([0, 1])1/s

meaning that qk(f) 6 qk+1(f); see also (2.8). Moreover, it is clear that for each

0 6= f ∈ L0([0, 1]) there exists an index m ∈ N such that qm(f) ∈ (0,∞]. Thus,

we obtain an increasing fundamental sequence of function norms in the metrizable

function space Lp−([0, 1]) de�ned by

Lp−([0, 1]) =
⋂
k∈N

{
f ∈ L0([0, 1]) : qk(f) <∞

}
=
⋂
k∈N

Lrk([0, 1]).

Note that Lp−([0, 1]) is also complete. Indeed, for each k ∈ N, the space Lqk is the

usual Banach space Lrk([0, 1]), and so we have a system of Banach spaces satisfying

Lr1([0, 1]) ⊇ Lr2([0, 1]) ⊇ . . . ⊇ Lp−([0, 1]).

Because Lp−([0, 1]) coincides with the countable intersection of the Banach spaces

Lrk([0, 1]), where k ∈ N, we can conclude by [13, pp. 17�18] that Lp−([0, 1]) is

complete. Hence, Lp−([0, 1]) becomes a Fréchet function space whose topology is

generated by {qk}k∈N. Let us state some properties of the space Lp−([0, 1]):
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(i)
(
Lp−([0, 1])

)∗
=
⋃
k∈N

Lsk([0, 1]), where 1
rk

+ 1
sk

= 1, for k ∈ N.

Proof:

Since each Lrk([0, 1]) is a Banach space, Lp−([0, 1]) is by de�nition a so-called

countably normed space. According to [13, p. 36] the dual space of Lp−([0, 1])

can be speci�ed as

(
Lp−([0, 1])

)∗
=

(⋂
k∈N

Lrk([0, 1])

)∗
=
⋃
k∈N

(
Lrk([0, 1])

)∗
=
⋃
k∈N

Lsk([0, 1]). �

Note that the duality of Lp−([0, 1]) and its dual space is expressed by the

bilinear form

〈f, g〉 :=

∫ 1

0

fg dλ,

for f ∈ Lp−([0, 1]), g ∈
(
Lp−([0, 1])

)∗
.

(ii) Lp−([0, 1]) is re�exive.

Proof:

Since each of the local Banach spaces Lrk([0, 1]) = Lp−([0, 1])/q−1
k ({0}), for

1 < rk < p, is re�exive, Proposition 2.1.2 implies that also Lp−([0, 1]) is

re�exive. �

(iii) L∞([0, 1]) ⊆ Lp−([0, 1]). In particular, sim
(
B([0, 1])

)
⊆ Lp−([0, 1]).

Proof:

Let f ∈ L∞([0, 1]). Then |f(w)| < M , for λ-almost every w ∈ [0, 1], for some

real number M > 0. Thereby, for each k ∈ N, we obtain

qk(f) =

(∫ 1

0

|f(w)|rk dλ(w)

)1/rk

6

(∫ 1

0

M rkdλ(w)

)1/rk

= M λ([0, 1])1/rk <∞.

Hence, L∞([0, 1]) ⊆ Lp−([0, 1]). Since each B([0, 1])-simple function is bounded

on [0, 1], it follows that sim
(
B([0, 1])

)
⊆ L∞([0, 1]) and consequently, also

sim
(
B([0, 1])

)
⊆ Lp−([0, 1]). �

(iv) Lp−([0, 1]) has a σ-Lebesgue topology.

Proof:

This follows from Lebesgue's Dominated Convergence Theorem 2.2.2. Let

{un}n∈N ⊆ Lp−([0, 1])+ be a sequence of functions satisfying un ↓n 0 pointwise

on [0, 1]. Then we have 0 6 un 6 u1, for all n ∈ N. Fix k ∈ N. Then also
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0 6 urkn 6 urk1 with urkn ↓n 0 pointwise. Since u1 ∈ Lrk([0, 1]), we have that

urk1 ∈ L1([0, 1]). Thus,

lim
n→∞

qrkk (un) = lim
n→∞

∫ 1

0

|un|rk dλ =

∫ 1

0

(
lim
n→∞

|un|rk
)
dλ = 0,

and hence, also limn→∞ qk(un) = 0. Since k ∈ N is arbitrary, the sequence

{un}n∈N converges to 0 in the topology of Lp−([0, 1]) . �

(v) sim
(
B([0, 1])

)
is dense in Lp−([0, 1]).

Proof:

This follows immediately from (iii) and (iv) in combination with Lemma 2.3.2.

�

Further properties of the space Lp−([0, 1]) may be found in [2]. J

Example 2.3.2

The Fréchet function space Lp
loc

(R)

Let Ω := R and let λ be Lebesgue measure. Note that in this case
(
R,B(R), λ

)
is

a σ-�nite measure space. By L0(R) we denote the Lebesgue measurable functions

f : R → C. Fix p ∈ [1,∞). De�ne, for each k ∈ N, a mapping qk : L0(R) → [0,∞]

by

qk(f) :=

(∫ k

−k
|f |p dλ

)1/p

.

Then each qk is a function semi-norm as for f, g ∈ L0(R) satisfying |f | 6 |g| we have
|f |p 6 |g|p and, hence,

qk(f) =

(∫ k

−k
|f |p dλ

)1/p

6

(∫ k

−k
|g|p dλ

)1/p

= qk(g),

for k ∈ N. As [−k, k] ⊆ [−(k + 1), k + 1], for all k ∈ N, it is clear that the sequence
of function semi-norms {qk}k∈N is increasing, i.e., qk(f) 6 qk+1(f), for all f ∈ L0(R).

Again, the sequence is fundamental since for each 0 6= f ∈ L0(R) there exists at

least one m ∈ N such that qm(f) ∈ (0,∞]. Thus,

Lp
loc

(R) :=
⋂
k∈N

{
f ∈ L0(R) : qk(f) <∞

}
is a metrizable function space whose topology is generated by {qk}k∈N. Since Lploc(R)

is complete, [23, p. 40], it is a Fréchet function space. Some important properties

of the space Lp
loc

(R) are the following ones.
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(i)
(
Lp

loc
(R)
)∗

=
{
f ∈ Lq

loc
(R) : f is compactly supported

}
Proof:

Let ϕ : Lp
loc

(R)→ C be a continuous linear functional. Then there exist k ∈ N
and M > 0 such that

|〈f, ϕ〉| 6M qk(f) = M

(∫ k

−k
|f |p dλ

)1/p

, (2.25)

for all f ∈ Lp
loc

(R). In particular,

|〈f, ϕ〉| 6M

(∫ k

−k
|f |p dλ

)1/p

,

for all f ∈ Lp([−k, k]) ⊆ Lp
loc

(R)|[−k,k] where, for each k ∈ N, the space

Lp([−k, k]) is a Banach space. It is known that there then exists g ∈ Lq([−k, k])

(where q is the conjugate exponent of p) such that

〈f, ϕ〉 =

∫ k

−k
fg dλ, for all f ∈ Lp([−k, k]). (2.26)

De�ne g̃ : R→ C by

g̃(w) :=

g(w), w ∈ [−k, k],

0, w ∈ R\[−k, k],

in which case g̃ ∈ Lq
loc

(R). Then it follows from (2.26) that, for each f ∈
Lp

loc
(R),

〈f, ϕ〉 =
〈
fχ[−k,k] + fχR\[−k,k], ϕ

〉
=

〈
fχ[−k,k], ϕ

〉
+
〈
fχR\[−k,k], ϕ

〉
=

∫ k

−k
fg dλ+

〈
fχR\[−k,k], ϕ

〉
because fχ[−k,k] ∈ Lp([−k, k]). But, by (2.25) we have

∣∣〈fχR\[−k,k], ϕ
〉∣∣ 6M

(∫ k

−k

∣∣fχR\[−k,k]

∣∣p dλ)1/p

= 0.

Accordingly,

〈f, ϕ〉 =

∫
R
fg̃ dλ, for all f ∈ Lp

loc
(R),

where g̃ ∈ Lq
loc

(R) is compactly supported.
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Conversely, if h ∈ Lq
loc

(R) satis�es h(w) = 0 for all w /∈ K with K ⊆ R
being compact, then for every f ∈ Lp

loc
(R) we have (via Hölder's inequality)∫

R
fh dλ =

∫
K

fh dλ
(2.9)

6 ‖f‖Lp(K) ‖h‖Lq(K) 6 ‖h‖Lq(K) qk(f),

where k ∈ N is chosen to satisfy K ⊆ [−k, k]. This shows that the linear

functional

f 7→
∫
R
fh dλ, for f ∈ Lp

loc
(R),

is continuous on Lp
loc

(R). �

(ii) Lp
loc

(R) is re�exive for 1 < p <∞.

Proof:

For 1 < p < ∞, each local Banach space Lp([−k, k]) = Lp
loc

(R)/q−1
k ({0}) is

re�exive. Hence, by Proposition 2.1.2, Lp
loc

(R) is re�exive as well. �

(iii) L∞(R) ⊆ Lp
loc

(R). In particular, sim
(
B(R)

)
⊆ Lp

loc
(R).

Proof:

Let f ∈ L∞(R). Then |f(w)| < M , for λ-almost every w ∈ R, for some real

number M > 0. Thereby, for each k ∈ N, we obtain

qk(f) =

(∫ k

−k
|f(w)|p dλ(w)

)1/p

6

(∫ k

−k
Mpdλ(w)

)1/p

= M λ([−k, k])1/p <∞.

Hence, L∞(R) ⊆ Lp
loc

(R). Since each B(R)-simple function is bounded on R, it
follows that sim

(
B(R)

)
⊆ L∞(R) and consequently, also sim

(
B(R)

)
⊆ Lp

loc
(R).

�

(iv) Lp
loc

(R) has a σ-Lebesgue topology.

Proof:

Let {un}n∈N ⊆ Lp
loc

(R)+ be any sequence of functions satisfying un ↓n 0 point-

wise on R. Then 0 6 un 6 u1, for all n ∈ N. Fix k ∈ N. Then also 0 6 upn 6 up1
with upn ↓n 0 pointwise. Since u1 ∈ Lp([−k, k]) we have up1 ∈ L1([−k, k]). It

follows from Lebesgue's Dominated Convergence Theorem 2.2.2 that

lim
n→∞

qpk(un) = lim
n→∞

∫ k

−k
|un|p dλ =

∫ k

−k

(
lim
n→∞

|un|p
)
dλ = 0,
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and hence, also limn→∞ qk(un) = 0. Since k ∈ N is arbitrary, the sequence

{un}n∈N converges to 0 in the topology of Lp
loc

(R). �

(v) sim
(
B(R)

)
is dense in Lp

loc
(R).

Proof:

This follows from (iii), (iv) and Lemma 2.3.2. � J

2.4 Vector measures

Let (Ω,Σ) be a measurable space and let (X, {pk}k∈N) be a Fréchet space with dual

space X∗. A mapping m : Σ→ X is called a vector measure if it is σ-additive, i.e., if

m

(
∞⋃
j=1

Aj

)
=
∞∑
j=1

m(Aj),

for any sequence {Aj}j∈N ⊆ Σ of disjoint sets. Equivalently, if m is �nitely additive,

then m is σ-additive if and only if the sequence {m(Aj)}j∈N ⊆ X converges to 0 in

the topology of X whenever {Aj}j∈N ⊆ Σ satis�es Aj ↓j ∅ pointwise on Ω.

For each x∗ ∈ X∗, de�ne a C-valued measure 〈m,x∗〉 : Σ→ C by

〈m,x∗〉(A) := 〈m(A), x∗〉, for A ∈ Σ.

It was already noted that the variation measure |〈m,x∗〉| of each complex measure

〈m,x∗〉, for x∗ ∈ X∗, is �nite, [31, p. 144].

Remark 2.4.1

A �nitely additive map m : Σ → X is σ-additive if and only if the C-valued map

〈m,x∗〉 : A 7→ 〈m(A), x∗〉, for A ∈ Σ, is σ-additive for every x∗ ∈ X∗.

Proof of Remark 2.4.1:

Suppose that m : Σ → X is σ-additive. Let {Aj}j∈N ⊆ Σ be any sequence of

pairwise disjoint sets. Since each x∗ ∈ X∗ is continuous it follows that

〈m,x∗〉

(
∞⋃
j=1

Aj

)
=

〈
m

(
∞⋃
j=1

Aj

)
, x∗

〉

=

〈
∞∑
j=1

m(Aj), x
∗

〉

=
∞∑
j=1

〈
m(Aj), x

∗〉
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=
∞∑
j=1

〈m,x∗〉(Aj),

for all x∗ ∈ X∗. Hence, 〈m,x∗〉 is σ-additive.

Conversely, suppose now that 〈m,x∗〉 is σ-additive, for each x∗ ∈ X∗. Again,

let {Aj}j∈N ⊆ Σ be any sequence of pairwise disjoint sets. Consider any increasing

sequence of natural numbers {jk}k∈N ⊆ N. Fix x∗ ∈ X∗. Due to the σ-additivity of

〈m,x∗〉 we have

〈m,x∗〉

(
∞⋃
j=1

Aj

)
=
∞∑
j=1

〈m,x∗〉(Aj)

and therefore obtain that〈
m

(
∞⋃
k=1

Ajk

)
, x∗

〉
= 〈m,x∗〉

(
∞⋃
k=1

Ajk

)

=
∞∑
k=1

〈m,x∗〉(Ajk)

=
∞∑
k=1

〈
m
(
Ajk
)
, x∗
〉

=

〈
∞∑
k=1

m
(
Ajk
)
, x∗

〉
.

Since x∗ ∈ X∗ is arbitrary, this means that the subseries
∑∞

k=1 m
(
Ajk
)
of
∑∞

j=1m(Aj)

is weakly convergent to m
(⋃∞

k=1Ajk
)
. The Orlicz-Pettis Theorem 2.1.3 implies then

that the series
∑∞

j=1m(Aj) converges unconditionally tom
(⋃∞

j=1 Aj
)
in the topology

of X. Thus, m is σ-additive in X. �

Let m : Σ → X be a vector measure. A measurable function f : Ω → C is called

scalarly m-integrable if it is integrable with respect to each scalar measure 〈m,x∗〉,
for x∗ ∈ X∗, that is, ∫

Ω

|f | d|〈m,x∗〉| <∞.

A function f : Ω→ C is said to be m-integrable if it is scalarly m-integrable and if,

for each A ∈ Σ, there exists an element
∫
A
f dm ∈ X such that〈∫

A

f dm, x∗
〉

=

∫
A

f d〈m,x∗〉, for all x∗ ∈ X∗.
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The set function mf : Σ→ X de�ned by

mf (A) :=

∫
A

f dm, for A ∈ Σ,

is called the inde�nite integral of f with respect to m. By the Orlicz-Pettis Theorem

2.1.3 it is also a vector measure, [19, p. 160]. Note that each Σ-simple function

s : Ω→ C of the form (2.4) is m-integrable; its m-integral is de�ned by

∫
A

s dm :=
l∑

j=1

αjm(A ∩ Aj). (2.27)

The following alternative description of m-integrability of a function f : Ω → C is

given in [19, pp. 161�162].

Proposition 2.4.1

Let X be a Fréchet space, m : Σ → X be a vector measure and f : Ω → C be a

function. Then the following assertions are equivalent:

(i) f is m-integrable.

(ii) There exists a sequence {sn}n∈N ⊆ sim(Σ) of Σ-simple functions which con-

verges pointwise to f on Ω and such that, for each A ∈ Σ, the sequence{∫
A
sn dm

}
n∈N ⊆ X converges in the topology of X.

In this case,
∫
A
f dm = lim

n→∞

∫
A
sn dm, for each A ∈ Σ. �

Let, for each k ∈ N, X/p−1
k ({0}) be the quotient space determined by the semi-norm

pk and denote by Xk its local Banach space with ‖·‖k being the norm in Xk. Denote

by Πk the canonical quotient map

Πk : X → X/p−1
k ({0});

the same notation is used when Πk is interpreted as being Xk-valued. It is clear

that Πk is continuous. De�ne, for each k ∈ N, the set function

mk := Πk ◦m : Σ→ X/p−1
k ({0}). (2.28)

The continuity of Πk ensures that mk is a vector measure on Σ again, with values

in X/p−1
k ({0}) ↪→ Xk. The variation measure |mk| : Σ → [0,∞] of the Banach
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space-valued vector measure mk is then de�ned in the usual way:

|mk|(A) := sup
π

l∑
j=1

‖mk(Aj)‖k , for A ∈ Σ,

where the supremum is taken over all �nite partitions π = {Aj}lj=1 of A. The

variation measure |mk|, which is always σ-additive with values in [0,∞], is called

�nite if |mk|(Ω) <∞. Moreover, m : Σ→ X is said to have �nite variation if |mk| is
�nite, for each k ∈ N.

The space of all m-integrable functions is denoted by L1(m). Note that, whenever

(X, {pk}k∈N) is a Fréchet space generated by a fundamental sequence of increasing

semi-norms {pk}k∈N, the sets

Bk :=
{
x ∈ X : pk(x) 6 1

}
, for k ∈ N,

form a fundamental sequence of zero neighbourhoods for X and their polars

B◦k :=
{
x∗ ∈ X∗ : |〈x, x∗〉| 6 1, for all x ∈ Bk

}
, for k ∈ N,

are absolutely convex, [22, p. 245]. Moreover, {B◦k}k∈N is a fundamental sequence

of bounded sets in the strong dual X∗β, i.e., each bounded set in X∗β is contained in

a multiple of B◦k for some k ∈ N. In addition, each set B◦k, for k ∈ N, is a Banach

disc, that is, the linear hull

XB◦k
:=
⋃
λ>0

λB◦k

generated by B◦k in X∗ is a Banach space when equipped with its Minkowski func-

tional

φB◦k(x
∗) := inf

{
λ > 0 : x∗ ∈ λB◦k

}
, for x∗ ∈ XB◦k

,

[22, p. 278]. For k ∈ N �xed, the pk-semi-variation of m is the set function p̃k(m) :

Σ→ [0,∞) given by

p̃k(m)(A) := sup
{
|〈m,x∗〉|(A) : x∗ ∈ B◦k

}
, for A ∈ Σ.

The following inequalities concerning the pk-semi-variation of m are fundamental in

the theory of vector measures. Respective results are found in [17, Lemma II.1.2],

where there is 2 in place of 4 because X is considered over R rather than C and in

[29, Proposition I.2] for the case that X is a Banach space.
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Proposition 2.4.2

Let X be a Fréchet space and m : Σ→ X be a vector measure. Then, for each A ∈ Σ,

the inequalities

sup
{
pk(m(B)) : B ∈ Σ, B ⊆ A

}
6 p̃k(m)(A) 6 4 sup

{
pk(m(B)) : B ∈ Σ, B ⊆ A

}
(2.29)

hold, for all k ∈ N.

Proof:

Note that X∗ determines the topology of X in that

pk(x) = sup
{
|〈x, x∗〉| : x∗ ∈ B◦k

}
, for x ∈ X, (2.30)

for k ∈ N, [22, �22]. Fix k ∈ N and choose an arbitrary A ∈ Σ. Let B ∈ Σ such

that B ⊆ A. Then (2.30) and Lemma 2.2.1 (i) and (ii) imply that

pk(m(B))
(2.30)
= sup

{
|〈m(B), x∗〉| : x∗ ∈ B◦k

}
6 sup

{
|〈m,x∗〉|(B) : x∗ ∈ B◦k

}
6 sup

{
|〈m,x∗〉|(A) : x∗ ∈ B◦k

}
= p̃k(m)(A).

Thus, also sup
{
pk(m(B)) : B ∈ Σ, B ⊆ A

}
6 p̃k(m)(A) holds.

On the other hand, for any x∗ ∈ B◦k, we have

|〈m(B), x∗〉| 6 sup
{
|〈m(B), z∗〉| : z∗ ∈ B◦k

} (2.30)
= pk(m(B)). (2.31)

Hence, by Lemma 2.2.1 (iii), we obtain that

p̃k(m)(A) = sup
{
|〈m,x∗〉|(A) : x∗ ∈ B◦k

}
6 4 sup

{
|〈m(B), x∗〉| : B ∈ Σ, B ⊆ A

}
(2.31)

6 4 sup
{
pk(m(B)) : B ∈ Σ, B ⊆ A

}
.

A ∈ Σ and k ∈ N were arbitrary. Thus, both inequalities as stated in the assertion

of Proposition 2.4.2 hold, for all A ∈ Σ, for all k ∈ N. �

De�ne then, for f ∈ L1(m), its pk-upper integral by

p̃k(m)(f) := p̃k(mf )(Ω) = sup
{
|〈mf , x

∗〉|(Ω) : x∗ ∈ B◦k
}
.

The sequence of semi-norms {p̃k(m)}k∈N de�nes a topology on L1(m) (see also p.
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45). The inequality (2.29) implies that an equivalent topology on L1(m) is generated

by the semi-norms pk(m) : L1(m)→ [0,∞) de�ned by

pk(m)(f) := sup
{
pk(mf (A)) : A ∈ Σ

}
, for f ∈ L1(m),

for k ∈ N.

An m-integrable function f ∈ L1(m) is called m-null if its inde�nite integral mf

is the zero vector measure, i.e., if mf (A) = 0, for all A ∈ Σ. By de�nition of the

semi-norms pk(m) this is equivalent to pk(m)(f) = 0, for all k ∈ N. Equivalently,

a function f ∈ L1(m) is m-null if and only if f is |mk|-null, for all k ∈ N, [24, pp.
212�214]. Two m-integrable functions f, g ∈ L1(m) are equal m-almost everywhere

(brie�y: m-a.e.) if |f − g| is m-null. Denote by N (m) the subspace of all m-null

functions and by L1(m) the quotient space L1(m)/N (m). Finally, a set A ∈ Σ is

said to be m-null if its characteristic function χA is m-null. Equivalently, A ∈ Σ

is m-null if p̃k(m)(A) = 0, for all k ∈ N. In view of (2.29) this is equivalent to

m(B ∩A) = 0, for every B ∈ Σ. The family of all m-null sets is denoted by N0(m).

In the following remark, members of Σ are freely identi�ed with their characteristic

functions.

Remark 2.4.2

A function f ∈ L1(m) is m-null if and only if f−1
(
C\{0}

)
is an m-null set.

Proof of Remark 2.4.2:

Let f ∈ L1(m) and de�ne B := f−1(C\{0}) = {w ∈ C : f(w) 6= 0}. Then f = 0

on Bc and consequently ∫
A∩Bc

f dm =

∫
A∩Bc

0 dm = 0, (2.32)

for all A ∈ Σ. By making use of the linearity of the integral, [19, p. 160], we obtain,

for all A ∈ Σ, that∫
A

f dm =

∫
A

fχΩ dm =

∫
A

fχB∪Bc dm =

∫
A

fχB dm+

∫
A

fχBc dm
(2.32)
=

∫
A∩B

f dm.

(2.33)

Let now f be an m-null function. Then f is also an |mk|-null function, for all
k ∈ N. For k ∈ N �xed, this means that∫

Ω

|f | d|mk| = 0,

[24, p. 213]. Accordingly, B := {w ∈ Ω : |f(w)| > 0} = {w ∈ Ω : |f(w)| 6= 0} =

43



f−1(C\{0}) is an |mk|-null set. Due to the obvious inequality

0 6 ‖mk(A)‖k 6 |mk|(A), for all A ∈ Σ,

(where ‖ · ‖k is the norm in Xk) the set B is also an mk-null set. But, mk = Πk ◦m,

and it follows, for given A ∈ Σ, that we obtain the equality

mk(A ∩B) = Πk

(
m(A ∩B)

)
= 0.

Consequently, m(A ∩B) ∈ p−1
k ({0}), meaning that

‖m(A ∩B)‖k = pk
(
m(A ∩B)

)
= 0.

As A ∈ Σ and k ∈ N were arbitrary, we obtain that m(A ∩ B) = 0 ∈ X, for all

A ∈ Σ. Thus, B = f−1(C\{0}) is indeed an m-null set.

Conversely, let B be an m-null set. Then m(A∩B) = 0, for all A ∈ Σ. Thus, we

have ∫
A

f dm
(2.33)
=

∫
A∩B

f dm = 0,

for all A ∈ Σ, implying that mf (A) = 0, for all A ∈ Σ, and consequently that f is

an m-null function. �

Let X be a Fréchet space and m : Σ → X be a vector measure. A �nite, positive

measure ν : Σ → [0,∞) is called a control measure for m if the ν-null sets and the

m-null sets coincide, i.e., if N0(ν) = N0(m).

Remark 2.4.3

Note that also a σ-�nite measure ν : Σ→ [0,∞] satisfying N0(ν) = N0(m) may be

considered as a control measure for m since it is always possible to construct a �nite

measure ν̃ out of ν which has the same null sets.

Proof of Remark 2.4.3:

Let m : Σ→ X be a Fréchet-space-valued vector measure und let ν : Σ→ [0,∞]

be a σ-�nite measure satisfying N0(ν) = N0(m). Choose any disjoint sequence

{Aj}j∈N ⊆ Σ satisfying
⋃
j∈NAj = Ω and ν(Aj) < ∞, for all j ∈ N, and de�ne

ν̃ : Σ→ [0,∞) by

ν̃(A) =
∞∑
j=1

ν(A ∩ Aj)
2j(1 + ν(A ∩ Aj))

, for A ∈ Σ.
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Since for all j ∈ N we have ν(Ω ∩ Aj) <∞ and

ν(Ω ∩ Aj)
2j(1 + ν(Ω ∩ Aj))

<
1

2j
,

it is clear that ν̃(Ω) <∞.

Furthermore, by de�nition of ν̃ it is obvious that any ν-null set A ∈ Σ becomes

a ν̃-null set, i.e., N0(ν) ⊆ N0(ν̃).

On the other hand, let A ∈ Σ be a ν̃-null set meaning that ν̃(A) = 0. Then we

have

ν̃(A) =
∞∑
j=1

ν(A ∩ Aj)
2j(1 + ν(A ∩ Aj))

= 0.

But this is equivalent to ν(A ∩ Aj) = 0, for all j ∈ N. The σ-additivity of ν yields

then that

ν(A) = ν(A ∩ Ω) = ν

(
A ∩

∞⋃
j=1

Aj

)
=
∞∑
j=1

ν(A ∩ Aj) =
∞∑
j=1

0 = 0.

So, A is also a ν-null set. It follows that N0(ν̃) ⊆ N0(ν) and thus, the assertions of

Remark 2.4.3 hold. �

Let (X, {pk}k∈N) be a Fréchet space and m : Σ→ X be a vector measure. Then the

space L1(m) becomes a Fréchet function space when equipped with the semi-norms

{p̃k(m)}k∈N. To see this, �x k ∈ N and consider the Banach-space-valued vector

measure mk : Σ→ Xk given by (2.28). Denote by Π∗k : X∗k → Lin(B◦k) :=
⋃
λ>0 λB

◦
k

the dual map of Πk : X → Xk. Here, X
∗
k denotes the dual space of Xk. Note that

Π∗k is an isometric bijection, [23, Remark 24.5(b)]. Rybakov's Theorem, [8, p. 268],

ensures that there exists an element ζ∗k ∈ X∗k such that |〈mk, ζ
∗
k〉| is a control measure

for mk. Let x
∗
k := Π∗k(ζ

∗
k) and de�ne a �nite, positive measure ν : Σ→ [0,∞) by

ν(A) :=
∞∑
k=1

|〈m,x∗k〉|(A)

2k
(
1 + |〈m,x∗k〉|(Ω)

) , for A ∈ Σ.

Then ν is a control measure for m and M(ν) = M(m), [5, Proof of Theorem 2.5].

De�ne, for each k ∈ N, a mapping ρ̃k : M(ν)→ [0,∞] by

ρ̃k(f) := sup

{∫
Ω

|f | d|〈m,x∗〉| : x∗ ∈ B◦k
}
, for f ∈M(ν).

Then {ρ̃k}k∈N is an increasing sequence of function semi-norms onM(ν) and L{ρ̃k} =

L1(m), [5, pp. 643�644]. Furthermore, ρ̃k|L1(m) = p̃k(m), for all k ∈ N, and L1(m)
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is a complete metrizable topological vector space when equipped with the topology

generated by {p̃k(m)}k∈N, [5, Proof of Theorem 2.5], hence, a Fréchet function space.

Moreover, L1(m) has a σ-Lebesgue topology, [5, p. 644].

Note that if, for k ∈ N �xed, L1(mk) denotes the space of all mk-integrable functions

and L1(|mk|) the space of all |mk|-integrable functions, the inclusions(⋂
k∈N

L1(|mk|)

)
/N (m) ⊆ L1(m) ⊆

(⋂
k∈N

L1(mk)

)
/N (m) (2.34)

hold, [24, pp. 213�214], with both inclusions being continuous when
⋂
k∈N L1(|mk|)

is equipped with the topology generated by the increasing sequence of semi-norms

ρk(f) :=

∫
Ω

|f | d|mk|, for f ∈
⋂
k∈N

L1(|mk|),

and
⋂
k∈N L1(mk) is equipped with the topology generated by the increasing sequence

of semi-norms

‖ · ‖k(mk)(f) := sup

{∥∥∥∥∫
A

f dmk

∥∥∥∥
k

: A ∈ Σ

}
, for f ∈

⋂
k∈N

L1(mk).

Denote by L1
w(m) the space of all scalarly m-integrable functions f : Ω → C. A

measurable function f : Ω→ C is an element of L1
w(m) if and only if

sup

{∫
Ω

|f | d|〈m,x∗〉| : x∗ ∈ B◦k
}
<∞, for all k ∈ N, (2.35)

[5, pp. 642�643]. By the de�nition ofm-integrability it is clear that L1(m) ⊆ L1
w(m).

In some cases, however, these two spaces coincide. In [17] and [20], for instance, it is

shown that in a weakly sequentially complete Fréchet space X scalar m-integrability

implies m-integrability, meaning that in this case also L1
w(m) ⊆ L1(m) is true. In

particular, this is the case if X is re�exive, [5, p. 643]. Further properties of the

space L1
w(m) have been investigated in [5], [7].

For the following de�nitions, let µ : Σ → [0,∞) be a �nite measure. Note that the

de�nition of a Σ-simple function S is still along the lines of (2.4) when S takes its

values in a Fréchet space X instead of the complex numbers C, i.e., S is of the form

S =
l∑

j=1

xjχAj
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where x1, . . . , xl ∈ X and Aj := S−1({xj}), for each j = 1, . . . , l, and
⋃l
j=1Aj = Ω.

The Bochner µ-integral of S is then de�ned in the obvious way by

(B)−
∫

Ω

S dµ :=
l∑

j=1

xj µ(Aj).

A function H : Ω → X is called strongly µ-measurable if there exists a sequence of

Σ-simple functions Hn : Ω→ X, for n ∈ N, such that for µ-almost every w ∈ Ω

lim
n→∞

pk
(
Hn(w)−H(w)

)
= 0, for all k ∈ N.

A strongly µ-measurable function H : Ω → X is called Bochner µ-integrable if for

each w ∈ Ω, ∫
Ω

pk
(
H(w)

)
dµ <∞, for all k ∈ N.

The following equivalent formulation, which combines both properties, is given in

[24, pp. 214�215].

Lemma 2.4.1

A function H : Ω→ X is Bochner µ-integrable if and only if there exists a sequence of

Σ-simple functions Hn : Ω→ X, for n ∈ N, such that

(i) lim
n→∞

pk
(
Hn(w)−H(w)

)
= 0, for all k ∈ N, for µ-almost every w ∈ Ω.

(ii) lim
n→∞

∫
Ω
pk
(
Hn(w)−H(w)

)
dµ = 0, for all k ∈ N. �

Note, for a Bochner µ-integrable function H, that the Bochner µ-integral of H over

A is then de�ned by

(B)−
∫
A

H dµ = lim
n→∞

(B)−
∫
A

Hn dµ.

This de�nition is independent of the choice of the sequence {Hn}n∈N. The inde�nite
Bochner µ-integral µH : Σ→ X of a Bochner µ-integrable function H is given by

µH(A) := (B)−
∫
A

H dµ, for A ∈ Σ, (2.36)

and satis�es〈
(B)−

∫
A

H dµ, x∗
〉

=

∫
A

〈H(w), x∗〉 dµ(w), for x∗ ∈ X∗.

It is a vector measure of �nite variation, [24, p. 216], where, for each k ∈ N, the
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variation measure |(µH)k| : Σ→ [0,∞) is given by

|(µH)k|(A) =

∫
A

pk(H(w)) dµ, for A ∈ Σ.

A third de�nition concerning the Bochner µ-integrability of a Fréchet-space-valued

function H : Ω→ X is stated in [34, p. 75]. Namely, a function H : Ω→ X is said

to be Bochner µ-integrable if there exists a Banach space XB ↪→ X and a set Ω0 ∈ Σ

with µ(Ω\Ω0) = 0 such that H(w) ∈ XB, for w ∈ Ω0, and such that H : Ω0 → XB

is Bochner µ-integrable as a Banach-space-valued function.

A function H : Ω→ X is called weakly µ-measurable if the C-valued function

w 7→ 〈H(w), x∗〉, for w ∈ Ω,

is Σ-measurable, for each x∗ ∈ X∗. A weakly µ-measurable function H is said to be

Pettis µ-integrable if ∫
Ω

|〈H, x∗〉| dµ <∞, (2.37)

for each x∗ ∈ X∗, and if, for each A ∈ Σ, there exists an element
∫
A
H dµ ∈ X

satisfying 〈∫
A

H dµ, x∗
〉

=

∫
A

〈H, x∗〉 dµ.

If X is separable and re�exive, then a weakly µ-measurable function H : Ω→ X is

Pettis µ-integrable if and only if it satis�es (2.37) for every x∗ ∈ X∗, [34, Corollary
4.1].

2.5 Integration on topological groups

A non-empty set G endowed with a function (also called �operation�)

? : G×G→ G, (x, y) 7→ x ? y

is called a group and denoted by (G, ?) if it satis�es the following conditions:

(i) (x ? y) ? z = x ? (y ? z), for all x, y, z ∈ G.
(ii) There is a unique element e ∈ G such that x ? e = x = e ? x, for all x ∈ G.
(iii) For each x ∈ G, there is a unique x−1 ∈ G such that x ? x−1 = e = x−1 ? x.

A group is called Abelian or commutative if it additionally satis�es

(iv) x ? y = y ? x, for all x, y ∈ G.

Let τ be a topology on G. The triple (G, ?, τ) is called a topological group if (G, ?)

48



is a group and (G, τ) is a topological space such that both the group operation ?

and the inverse function

·−1 : G→ G, x 7→ x−1

are continuous with respect to the product topology on G × G resp. the given

topology τ on G. A topological group is called locally compact if (G, τ) is a locally

compact topological space.

In the sequel, let G be a compact Abelian group and denote by C(G) the vector

space of all continuous, R-valued functions on G. As usual, C(G)+ denotes the

non-negative functions in C(G). The group operation ? is written as + in this case,

i.e., x+ y in place of x ? y.

On G there exists an invariant integral, meaning that there exist a translation invari-

ant, positive linear functional I de�ned on C(G) and, associated with I, a translation

invariant, �nite, positive measure µ. Writing

I(f) =

∫
G

f dµ =

∫
G

f(x) dµ(x)

this means, for all f, g ∈ C(G) and λ ∈ R, that the following conditions hold:

(i)
∫
G

(f + g) dµ =
∫
G
f dµ+

∫
G
g dµ.

(ii)
∫
G

(λf) dµ = λ
∫
G
f dµ.

(iii)
∫
G
f dµ > 0, if f ∈ C(G)+.

(iv)
∫
G
f dµ > 0, if f ∈ C(G)+ with f 6= 0.

(v)
∫
G
f(x+ y) dµ(x) =

∫
G
f(x) dµ(x), for all y ∈ G. (translation invariance)

(vi) If f, g ∈ C(G) satisfy f 6 g, then
∫
G
f dµ 6

∫
G
g dµ.

(vii)
∣∣∫
G
f dµ

∣∣ 6 ∫
G
|f | dµ.

The integral is then gradually extended to all those complex-valued functions f :

G → C that are integrable with respect to the measure µ, [27, p. 234 & p. 282].

The integral, which is unique up to a multiplicative positive constant, is called the

Haar integral and the associated measure is called Haar measure. It is possible to

choose µ (which we do) such that µ(G) = 1.

In accordance to the terminology used in classical measure theory, the space of all

functions integrable with respect to the Haar measure µ will be denoted by L1(G)

and the space of all functions p-integrable with respect to µ, 1 < p <∞, is denoted

by Lp(G) respectively. Note that each space Lp(G), for 1 6 p < ∞, is a Banach
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space when equipped with the norm

‖f‖p :=

(∫
G

|f |p dµ
)1/p

.

De�ne for functions f, g ∈ L1(G) the convolution f ∗ g : G→ C by

(
f ∗ g

)
(x) :=

∫
G

f(y) g(x− y) dµ(x) =

∫
G

f(x+ y) g(−y) dµ(x).

Note that L1(G) endowed with the convolution as multiplication forms a Banach

algebra, [27, pp. 288�289], i.e.,

‖f ∗ g‖1 6 ‖f‖1‖g‖1, for all f, g ∈ L1(G).

More generally, for f ∈ L1(G) and g ∈ Lp(G), 1 6 p 6 ∞, we have f ∗ g ∈ Lp(G)

and

‖f ∗ g‖p 6 ‖f‖1‖g‖p, (2.38)

[27, p. 288]. Furthermore, L1(G) is commutative, i.e.,

f ∗ g = g ∗ f, for all f, g ∈ L1(G),

as we are assuming that G is Abelian, [27, p. 289].

Let G be a compact Abelian group and consider the one-dimensional circle group

T := S1 := {z ∈ C : |z| = 1},

where the group operation is multiplication in C. A continuous homomorphism

γ : G→ T, i.e.,
γ(x+ y) = γ(x) γ(y), for x, y ∈ G,

is called a character of G. Endowed with the multiplication(
γ1 · γ2

)
(x) = γ1(x) γ2(x), for x ∈ G,

the set of all characters on G becomes an Abelian group and is denoted by Ĝ, [27,

p. 300]. It is called the character group of G. Note that the neutral element of Ĝ is

the constant function 1, and for each γ ∈ Ĝ the inverse is the complex-conjugated

function

γ : x 7→ γ(x), for x ∈ G.

Equipped with the topology of compact convergence on G (that is, the topology of
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uniform convergence on G) the group (Ĝ, ·) becomes an Abelian Hausdor� topolog-

ical group, [27, p. 302], and is called the dual group of G. Since G is compact, Ĝ is

discrete, [27, p. 303].

Finally, still with (G,+) an (additive) compact Abelian group, let L1(G) be as

de�ned before. De�ne, for f ∈ L1(G), the Fourier transform f̂ : Ĝ→ C by

f̂(γ) :=

∫
G

f(x)〈−x, γ〉 dµ(x), for γ ∈ Ĝ, (2.39)

where 〈·, ·〉 denotes the duality of the groups G and Ĝ, i.e.,

〈x, γ〉 := γ(x), for x ∈ G, γ ∈ Ĝ.

Further de�nitions will be given in the Chapters 3 and 4 whenever there is a need

for it.

51



52



Chapter 3

The optimal domain and integral

extension of the operator T

The aim of Chapter 3 is to investigate the integration operator

ImT : L1(mT )→ X

associated with a Fréchet-space-valued vector measure mT : Σ→ X de�ned by

mT (A) := T (χA), for A ∈ Σ,

where T : X(µ) → X is a continuous linear operator de�ned on a Fréchet function

space X(µ) over a σ-�nite measure space (Ω,Σ, µ) and taking its values in the

Fréchet space X. The main goal is to prove that L1(mT ) is the optimal domain of

ImT (in a certain sense) when considered as continuous extension of the operator

T to the �larger� domain L1(mT ). The respective investigations for X(µ) being a

Banach function space and X being a Banach space have been exposed in [26]; see

also the references there. So, the interesting part will be to see how the results di�er

when the problem is considered under these altered conditions. In Section 3.1 we

prove the continuity of the inclusion maps

i : X(µ)→M(µ) and j : X(µ)→ Y (µ)

where X(µ) and Y (µ) are two Fréchet function spaces over (Ω,Σ, µ) satisfying

X(µ) ⊆ Y (µ) as complex vector lattices. The continuity of the inclusion maps

will be of importance when investigating the optimal domain of the operator T and

its optimal extension. In Section 3.2 we turn our attention to the vector measuremT

as de�ned above. It turns out that the σ-Lebesgue topology of the Fréchet function

space X(µ) and the µ-determinedness of the operator T play a crucial role for the

theory. Section 3.3 presents the main result of this chapter. It states that L1(mT )
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is the largest Fréchet function space having σ-Lebesgue topology into which X(µ)

is continuously embedded and to which T admits an X-valued continuous linear ex-

tension. Furthermore, it is shown that such an extension is unique and is precisely

the integration operator ImT .

3.1 The natural inclusion map j : X(µ)→ Y (µ)

In this section let (Ω,Σ, µ) be a σ-�nite measure space. It will be the aim of this

section to prove on the one hand the continuity of the inclusion map

i : X(µ)→M(µ)

and to investigate on the other hand the inclusion map

j : X(µ)→ Y (µ)

whenever X(µ) and Y (µ) are two Fréchet function spaces satisfying X(µ) ⊆ Y (µ)

as complex vector sublattices.

We begin with two Lemmas which present a condition, that is necessary and su�-

cient for the completeness of the space L{qk}. The �rst Lemma is an unpublished

result due to R. del Campo and W.J. Ricker, [6, Lemma 3.6].

Lemma 3.1.1

Let {qk}k∈N be an increasing fundamental sequence of function semi-norms. If the

metrizable function space L{qk} has the (JRF)-property, then

qk

(
∞∑
n=1

|fn|

)
6

∞∑
n=1

qk(fn), for all k ∈ N, (3.1)

for every sequence {fn}n∈N ⊆ L{qk} which is absolutely summable in L{qk}.

Proof:

Suppose that L{qk} has the (JRF)-property. In order to establish (3.1), assume

that there exists a sequence {fn}n∈N ⊆ L{qk} satisfying
∑∞

n=1 qk(fn) < ∞, for all

k ∈ N, but, for some m ∈ N, we have

qm

(
∞∑
n=1

|fn|

)
>

∞∑
n=1

qm(fn).
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Choose ε > 0 such that

qm

(
∞∑
n=1

|fn|

)
> ε+

∞∑
n=1

qm(fn).

Observe, by the triangle inequality for qm, that also

qm

(
∞∑
n=j

|fn|

)
> ε+

∞∑
n=j

qm(fn), for all j ∈ N. (3.2)

Since by assumption
∑∞

n=1 q1(fn) < ∞, there exists j1,1 ∈ N with
∑

n>j1,1
q1(fn) <

1−3. Because of
∑

n>j1,1
q1(fn) <∞, we can �nd j1,2 > j1,1 such that

∑
n>j1,2

q1(fn) <

2−3. Proceed inductively to produce a strictly increasing sequence {j1,l}l∈N ⊆ N sat-

isfying ∑
n>j1,l

q1(fn) < l−3, for all l ∈ N.

Since
∑

n>j1,1
q2(fn) < ∞, there exists j2,1 > j1,1 such that

∑
n>j2,1

q2(fn) < 1−3.

Because of
∑

n>max{j2,1,j1,2} q2(fn) < ∞, we can choose j2,2 > max{j2,1, j1,2} such

that
∑

n>j2,2
q2(fn) < 2−3. Assume that j2,l−1 is already constructed for an arbitrary

l > 1. Since
∑

n>max{j2,l−1,j1,l} q2(fn) <∞, there exists j2,l ∈ N satisfying j2,l > j2,l−1

and j2,l > j1,l with
∑

n>j2,l
q2(fn) < l−3. Thus, {j2,l}l∈N is a strictly increasing

sequence satisfying j2,l > j1,l, for all l ∈ N, and∑
n>j2,l

q2(fn) < l−3, for all l ∈ N.

Continue inductively to produce for each k ∈ N a strictly increasing sequence

{jk,l}l∈N ⊆ N satisfying jk+1,l > jk,l and∑
n>jk,l

qk(fn) < l−3, for all l ∈ N.

Therefore, the diagonal sequence {jl}l∈N de�ned by jl := jl,l, for each l ∈ N, is also
strictly increasing. Moreover, for each k ∈ N we have jl = jl,l > jk,l, for all l > k,

and hence, ∑
n>jl

qk(fn) 6
∑
n>jk,l

qk(fn) < l−3, for all l > k. (3.3)
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Let gl := l
jl+1∑
n=jl

|fn| and g :=
∞∑
l=1

gl. On the one hand, for each k ∈ N we have

∑
l>k

qk(gl) 6
∑
l>k

l

jl+1∑
n=jl

qk(fn) 6
∑
l>k

l
∑
n>jl

qk(fn)
(3.3)

<
∑
l>k

l−2 <∞.

Therefore,
∑∞

l=1 qk(gl) < ∞, for all k ∈ N, meaning that {gl}l∈N is an absolutely

summable sequence in L{qk}. Since L{qk} has the (JRF)-property, we can conclude

that qk(g) < ∞, for all k ∈ N. On the other hand, for each l ∈ N we also have

(pointwise on Ω) that

l
∑
n>jl

|fn| 6 l
∑
p>l

jp+1∑
n=jp

|fn| =
∑
p>l

l

jp+1∑
n=jp

|fn| 6
∑
p>l

p

jp+1∑
n=jp

|fn| =
∑
p>l

gp 6 g. (3.4)

As qk is a function semi-norm for each k ∈ N it follows that

qm(g)
(3.4)

> l qm

(∑
n>jl

|fn|

)
(3.2)

> l

(
ε+

∑
n>jl

qm(fn)

)
> l ε, for all l ∈ N.

Letting l →∞ we conclude that qm(g) =∞ which is a contradiction to our earlier

conclusion that qk(g) <∞, for all k ∈ N. �

The next lemma is an extension of a result of Zaanen, who proved it for Lρ being

the space generated by a single function norm ρ, [36, p. 445]. For L{qk} consisting

of only R-valued functions, see [6, Theorem 3.7]. We extend it to the setting of

C-valued functions.

Lemma 3.1.2

Let L{qk} be the metrizable function space generated by an increasing fundamental

sequence of function semi-norms {qk}k∈N. Then the following assertions are equivalent:

(i) L{qk} is complete.

(ii) L{qk} has the (JRF)-property.

Proof:

(ii) ⇒ (i) Assume that L{qk} has the (JRF)-property. Let {fn}n∈N ⊆ L{qk} be a

Cauchy sequence in L{qk}, meaning that for each k ∈ N and for each ε > 0 there

exists an index n0(ε, k) ∈ N such that qk(fm − fn) < ε, for all m,n > n0(ε, k).

Hence, there exists an index j1,1 ∈ N such that q1(fm − fn) < 2−1, for all

m,n > j1,1. As {fn}n>j1,1 is still Cauchy, we can �nd an index j1,2 > j1,1 such that

q1(fm − fn) < 2−2, for all m,n > j1,2. Continuing this way we obtain a strictly
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increasing sequence {j1,l}l∈N ⊆ N satisfying

q1

(
fm − fn

)
< 2−l, for all m,n > j1,l.

Let M1 := {j1,l : l ∈ N}. Since {fn}n∈M1 is Cauchy, there exists an index j2,1 ∈ M1

with j2,1 > j1,1 such that q2(fm−fn) < 2−1, for all m,n > j2,1 with m,n ∈M1. Also,

j2,1 = j1,p1 for a certain p1 > 1. As {fn}n∈M1,n>j2,1 is still Cauchy, we can choose

an index j2,2 > max{j2,1, j1,2} such that q2(fm − fn) < 2−2, for all m,n > j2,2 with

m,n ∈M1. Also, we can choose j2,2 = j1,p2 for a certain p2 > p1. Assume that j2,l−1

is already constructed for an arbitrary l ∈ N. As {fn}n∈M1,n>j2,l−1
is still Cauchy,

we can �nd an index j2,l > max{j2,l−1, j1,l} such that q2(fm − fn) < 2−l, for all

m,n > j2,l with m,n ∈ M1. Also, we can choose j2,l = j1,pl for a certain pl > pl−1.

Thereby we obtain a strictly increasing sequence M2 := {j2,l}l∈N ⊆ M1 := {j1,l}l∈N
such that

q2

(
fm − fn

)
< 2−l, for all m,n > j2,l with m,n ∈M1,

holds for each l ∈ N. Continue inductively to produce for each k ∈ N a strictly

increasing sequence Mk := {jk,l}l∈N ⊆ N such that Mk ⊆Mk−1 and

qk
(
fm − fn

)
< 2−l, for all m,n > jk,l with m,n ∈Mk−1, (3.5)

hold for each l ∈ N. Observe, for each k ∈ N, that {fjk+1,l
}l∈N is a subsequence of

{fjk,l}l∈N. For a �xed k ∈ N consider the telescoping sum

fjk,r − fjk,p =
r−1∑
l=p

(
fjk,l+1

− fjk,l
)
, for r > p > 1.

Due to the triangle inequality for qk we derive, for all r > p > 1, that

qk
(
fjk,r − fjk,p

)
= qk

(
r−1∑
l=p

(
fjk,l+1

− fjk,l
))

6
r−1∑
l=p

qk
(
fjk,l+1

− fjk,l
)

(3.5)

<

r−1∑
l=p

1

2l
=

1

2p

r−1−p∑
l=0

1

2l

=
1

2p

((
1
2

)r−1−p+1 − 1
1
2
− 1

)
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=
1

2p−1

(
1−

(
1
2

)r−p)︸ ︷︷ ︸
<1, as r>p

<
1

2p−1
.

De�ne for each l ∈ N a new sequence {gl}l∈N by gl := fjl,l . Then {gl}l∈N is a

subsequence of {fn}n∈N. Fix k ∈ N. For every l > k and for certain r > p > l, the

previous inequality shows that

qk
(
gl+1 − gl

)
= qk

(
fjk,r − fjk,p

)
<

1

2p−1
<

1

2l−1

holds. Accordingly,

N∑
l=k+1

qk
(
gl+1 − gl

)
6

∞∑
l=k+1

qk
(
gl+1 − gl

)
<

∞∑
l=k+1

1

2l−1
=
∞∑
l=k

1

2l
<∞.

Since k ∈ N is arbitrary and L{qk} has the (JRF)-property, Lemma 3.1.1 implies

that

qk

(
∞∑
l=1

∣∣gl+1 − gl
∣∣) 6 ∞∑

l=1

qk
(
gl+1 − gl

)
<∞, for all k ∈ N. (3.6)

Therefore the function de�ned by g :=
∑∞

l=1 |gl+1 − gl| is an element of L{qk} and,

by Lemma 2.3.1, surely satis�es 0 6 g(w) <∞ for µ-almost every w ∈ Ω.

Consider the set E := {w ∈ Ω : g(w) = ∞}. Then E is a µ-null set and g is an

absolutely convergent series pointwise on Ec; it follows that also
∑∞

l=1(gl+1 − gl) is
pointwise convergent on Ec. De�ne on Ec the function f̃ := g1 +

∑∞
l=1(gl+1 − gl).

Then f̃ −gp =
∑∞

l=p(gl+1−gl), for each p ∈ N. De�ning hl := gl+1−gl, for all l ∈ N,
the inequality∣∣∣∣∣

N∑
l=p

hl

∣∣∣∣∣ = |hp + hp+1 + . . .+ hN | 6 |hp|+ |hp+1|+ . . .+ |hN | =
N∑
l=p

|hl|

holds, for all N > p. For p ∈ N �xed, by taking the limit of both sides for N →∞
(pointwise on Ec), we obtain∣∣∣∣∣

∞∑
l=p

(
gl+1 − gl

)∣∣∣∣∣ =

∣∣∣∣∣
∞∑
l=p

hl

∣∣∣∣∣ 6
∞∑
l=p

|hl| =
∞∑
l=p

∣∣gl+1 − gl
∣∣ <∞

which implies that (pointwise on Ec)

∣∣f̃ − gp∣∣ 6 ∞∑
l=p

∣∣gl+1 − gl
∣∣ p→∞−→ 0.
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Thus, f̃ is the pointwise limit of {gl}l∈N on Ec. Additionally, as each qk is a function

semi-norm it follows from (3.6) that

qk
(
f̃ − gp

)
= qk

(
∞∑
l=p

(
gl+1 − gl

))

6 qk

(
∞∑
l=p

∣∣gl+1 − gl
∣∣)

6
∞∑
l=p

qk
(
gl+1 − gl

) p→∞−→ 0, for all k ∈ N.

Accordingly, for �xed k ∈ N, we have for all n, p ∈ N that

qk
(
f̃ − fn

)
= qk

(
f̃ − gp + gp − fn

)
6 qk

(∣∣f̃ − gp∣∣+
∣∣gp − fn∣∣)

6 qk
(
f̃ − gp

)
+ qk

(
gp − fn

)
= qk

(
f̃ − gp

)
+ qk

(
fjp,p − fn

)
.

Given ε > 0 choose p such that qk
(
f̃ − gp

)
< ε

2
. Since {fn}n∈N is Cauchy, there

is an index N > jp,p such that qk
(
fn − fm

)
< ε

2
, for all m,n > N . In particular,

qk
(
fjp,p − fn

)
< ε

2
, for all n > N . Hence, qk

(
f̃ − fn

)
< ε, for all n > N . This shows

that limn→∞ qk
(
f̃ − fn

)
= 0. Hence, f̃ ∈ L{qk} is the limit of the Cauchy sequence

{fn}n∈N in the topology of L{qk}. This shows that L{qk} is complete and, thus, is a

Fréchet function space.

(i) ⇒ (ii) Let {un}n∈N ⊆ L+
{qk} be a sequence satisfying

∑∞
n=1 qk(un) <∞, for all

k ∈ N. According to Remark 2.3.1 it su�ces to show that
∑∞

n=1 un ∈ L
+
{qk}. De�ne

for each n ∈ N the partial sum sn := u1 + u2 + . . . + un. The sequence {sn}n∈N is

Cauchy in L{qk} as, for each k ∈ N, we have whenever m > n that

qk
(
sm − sn

)
= qk

(
m∑

l=n+1

ul

)
6

m∑
l=n+1

qk(ul)
m,n→∞−→ 0.

As L{qk} is complete the sequence {sn}n∈N converges to a function f ∈ L{qk} in the

topology of L{qk}.

In a �rst step we show that f is R-valued µ-a.e.. As f ∈ L{qk} we have f = g+i h,

where g, h are R-valued functions. Since all the sn take their values in [0,∞], we

can write f − sn = (g − sn) + i h, where h is the imaginary part of f − sn, i.e.,

h = Im(f − sn), for all n ∈ N. Hence, |h| 6 |f − sn|, for all n ∈ N, and as each qk is
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a function semi-norm we obtain

qk(h) 6 qk
(
f − sn

) n→∞−→ 0, for all k ∈ N.

Accordingly, h = 0 µ-a.e. meaning that f is R-valued µ-a.e..

In a second step we show that f > 0 µ-a.e.. As f is an R-valued function we

have f = f+ − f− where f+ := max{f, 0} and f− := max{−f, 0}. However, sn > 0

by de�nition and therefore f − sn 6 f , for all n ∈ N. Consider, for a �xed n, the

sets A+
n := {w ∈ Ω : (f − sn)(w) > 0} and A−n := {w ∈ Ω : (f − sn)(w) 6 0}. On

A+
n the inequalities f > sn > 0 imply that f− = 0 and so

f > f − sn > 0 = f−.

Therefore |f − sn| > f− is true on A+
n . Note, that if b > 0 and a ∈ R satisfy a 6 b,

then |a − b| > a−. Hence, on A−n it follows that |f − sn| > f− as well. So, the

inequality |f − sn| > f− holds µ-a.e. on Ω and is valid for all n ∈ N. Again, we use
the fact that each qk is a function semi-norm and derive

qk(f
−) 6 qk

(∣∣f − sn∣∣) = qk
(
f − sn

) n→∞−→ 0, for all k ∈ N.

Accordingly, f− = 0 µ-a.e. meaning that f > 0 µ-a.e.. Hence, f ∈ L+
{qk}.

In a last step we show that f > sn, for all n ∈ N. It is clear, for a �xed l ∈ N, that
sl 6 sn holds for all n > l. De�ne again two sets B+

l := {w ∈ Ω : f(w) > sl(w)}
and B−l := {w ∈ Ω : f(w) 6 sl(w)}. Hence, on B+

l , the function sl = min{sl, f}
and therefore sl −min{sl, f} = 0, implying that∣∣sl −min{sl, f}

∣∣ = 0 6
∣∣sn − f ∣∣ on B+

l , for all n > l.

On B−l , f = min{sl, f} and therefore 0 6 sl − f 6 sn − f , implying that∣∣sl −min{sl, f}
∣∣ =

∣∣sl − f ∣∣ 6 ∣∣sn − f ∣∣ on B−l , for all n > l.

Hence, |sl −min{sl, f}| 6 |sn − f | holds µ-a.e. on Ω and is valid for all n > l. As

each qk is a function semi-norm it follows that

qk
(
sl −min{sl, f}

)
6 qk

(
sn − f

) n→∞−→ 0, for all k ∈ N.

Accordingly, sl = min{sl, f} µ-a.e. for each l ∈ N. As l was chosen arbitrarily, we

can conclude that
l∑

n=1

un = sl 6 f, µ-a.e., for all l ∈ N.
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Taking the pointwise limit for l→∞ of the left side we obtain
∑∞

n=1 un 6 f . Again,

as each qk is a function semi-norm and f ∈ L{qk} we �nally get

qk

(
∞∑
n=1

un

)
6 qk(f) <∞, for all k ∈ N,

meaning that
∑∞

n=1 un ∈ L
+
{qk}. Thus, L{qk} has the (JRF)-property. �

From now on we will focus on complete, metrizable function spaces, i.e., Fréchet

function spaces, over a σ-�nite measure space (Ω,Σ, µ). The next lemma formulates

a result which we obtained in the proof of Lemma 3.1.2. Its assertion turns out to

be a useful tool for the forthcoming proofs and applications. For Banach function

spaces, this result is well-known; see [26, Proposition 2.2] and the references given

there.

Lemma 3.1.3

Let X(µ) = L{qk} be a Fréchet function space whose topology is generated by a fun-

damental, increasing sequence of function semi-norms {qk}k∈N. Let {fn}n∈N ⊆ X(µ)

be a sequence which converges to f in the topology of X(µ). Then there exists a

subsequence of {fn}n∈N which converges to f µ-a.e..

Proof:

Let {fn}n∈N ⊆ X(µ) be a sequence that converges to an element f ∈ X(µ) in the

topology of X(µ), that is,

lim
n→∞

qk
(
fn − f

)
= 0, for all k ∈ N.

Hence, {fn}n∈N is a Cauchy sequence in X(µ). In the proof of Lemma 3.1.2 it was

shown that in this case there exists a subsequence {gl}l∈N of {fn}n∈N and a function

f̃ ∈ X(µ) which is on the one hand the µ-a.e. pointwise limit of the sequence {gl}l∈N
and on the other hand the limit of {fn}n∈N in the topology of X(µ) meaning that

lim
n→∞

qk
(
fn − f̃

)
= 0, for all k ∈ N.

Using the fact that each qk is a function semi-norm we obtain

qk
(
f − f̃

)
= qk

(
f − fn + fn − f̃

)
6 qk

(∣∣f − fn∣∣+
∣∣fn − f̃ ∣∣)

6 qk
(
f − fn

)
+ qk

(
fn − f̃

) n→∞−→ 0,

for all k ∈ N, and can therefore conclude that f̃ = f . Thus, there exists a subse-

quence of {fn}n∈N (namely {gl}l∈N) converging to f µ-a.e.. �
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Now we can show that X(µ) is continuously included in M(µ). For X(µ) a Banach

function space, see [26, Proposition 2.2 (i)].

Proposition 3.1.1

Let X(µ) = L{qk} be a Fréchet function space whose topology is generated by a fun-

damental, increasing sequence of function semi-norms {qk}k∈N. Furthermore, let the

complete, metrizable space M(µ) be equipped with its topology of local convergence in

measure. Then the natural inclusion map i : X(µ)→M(µ) is continuous.

Proof:

We apply the Closed Graph Theorem as stated in [18, p. 168]; see also the

paragraph before Proposition 2.1.1. So, let {fn}n∈N be a sequence in X(µ) ⊆M(µ)

which converges to 0 ∈ X(µ) in the topology of X(µ) and such that {i(fn)}n∈N
converges to a function f̃ ∈ M(µ) in the topology of M(µ). We need to show that

f̃ = 0.

The fact that {fn}n∈N converges to 0 in the topology of X(µ) ensures, by Lemma

3.1.3, that there exists a subsequence {fnm}m∈N of {fn}n∈N which converges to 0

µ-a.e.. It follows from Remark 2.2.2 (ii) that {fnm}m∈N locally converges in measure

to 0 as well. On the other hand, being a subsequence of {i(fn)}n∈N the sequence

{i(fnm)}m∈N = {fnm}m∈N converges already to the function f̃ ∈M(µ) in the topol-

ogy of M(µ) meaning that {fnm}m∈N locally converges in measure to f̃ . But then

we can conclude by Remark 2.2.2 (i) that f̃ = 0 in M(µ). �

The continuity of the inclusion map implies the following result; see [26, Proposition

2.2] for Banach function spaces.

Corollary 3.1.1

Let X(µ) = L{qk} be a Fréchet function space whose topology is generated by a fun-

damental, increasing sequence of function semi-norms {qk}k∈N. Then every Cauchy

sequence in X(µ) admits a subsequence converging µ-a.e..

Proof:

Let {fn}n∈N be an arbitrary Cauchy sequence in X(µ). Then there exists a

function f ∈ X(µ) such that {fn}n∈N converges to f in the topology of X(µ). By

Proposition 3.1.1 it follows that {i(fn)}n∈N converges to i(f) locally in measure

with i being the identity map. By Remark 2.2.2 (iii) the sequence {fn}n∈N has a

subsequence which converges to f µ-a.e.. �

Now we can prove the second main result of this section. For X(µ), Y (µ) Banach

function spaces, see [26, Lemma 2.7].
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Proposition 3.1.2

Let X(µ) and Y (µ) be two Fréchet function spaces in M(µ) such that X(µ) ⊆ Y (µ)

as vector sublattices of M(µ). Then the natural inclusion map j : X(µ) → Y (µ) is

continuous.

Proof:

We apply the Closed Graph Theorem 2.1.1. Let {fn}n∈N be a sequence in X(µ) ⊆
Y (µ) such that {fn}n∈N converges to 0 ∈ X(µ) in the topology of X(µ) and such

that {j(fn)}n∈N converges to some function f̃ ∈ Y (µ) in the topology of Y (µ) where

j : X(µ)→ Y (µ) is the natural inclusion map. We need to show that f̃ = 0.

As {fn}n∈N converges to 0 in the topology of X(µ), Lemma 3.1.3 implies that

there exists a subsequence {fnm}m∈N of {fn}n∈N which converges to 0 µ-a.e.. The

sequence {j(fnm)}m∈N in turn, being a subsequence of {j(fn)}n∈N, converges to f̃ in

the topology of Y (µ). Hence, Lemma 3.1.3 implies that there exists a subsequence

{j(fnml )}l∈N of {j(fnm)}m∈N which converges to f̃ µ-a.e.. Now, since {j(fnml )}l∈N =

{fnml}l∈N is a subsequence of {fnm}m∈N the µ-a.e. limits have to be the same and

we can conclude that j(f) = 0 = f̃ . Thus, j : X(µ)→ Y (µ) is continuous. �

3.2 The vector measure mT associated with T

Throughout this section let (Ω,Σ, µ) again be a σ-�nite measure space. As usual,

X(µ) will denote a Fréchet function space whose topology is generated by a fun-

damental, increasing sequence of function semi-norms {qk}k∈N whereas X will be

a Fréchet space equipped with a fundamental, increasing sequence of semi-norms

{pk}k∈N. We will write
(
X(µ), {qk}k∈N

)
and

(
X, {pk}k∈N

)
whenever we want to

emphasize this. It will be assumed throughout this section that X(µ) contains all

Σ-simple functions. Then χΩ ∈ X(µ) and it follows that also L∞(µ) ⊆ X(µ). Fur-

thermore, let T : X(µ) → X be a continuous linear operator. By means of the

operator T we de�ne a �nitely additive set function mT : Σ→ X by

mT (A) := T (χA), for A ∈ Σ, (3.7)

where χA is the characteristic function of A.

Recall that in Lemma 2.3.2 we have proven that sim(Σ) is dense in X(µ) when-

ever the Fréchet function space X(µ) contains the Σ-simple functions and has a

σ-Lebesgue topology. Let us show that under the same conditions on X(µ) the

�nitely additive set function mT becomes σ-additive.
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Proposition 3.2.1

Let X be a Fréchet space, X(µ) be a Fréchet function space with σ-Lebesgue topology

and T : X(µ) → X be a continuous linear operator. Then mT as de�ned in (3.7) is a

vector measure.

Proof:

Let {Aj}j∈N ⊆ Σ be any sequence of sets satisfying Aj ↓j ∅, in which case

{χAj}j∈N is a sequence of functions satisfying χAj ↓j 0 pointwise on Ω. Moreover,

the inequality |χΩ| > χAj ↓j 0 holds. The fact that X(µ) has a σ-Lebesgue topology

implies that {χAj}j∈N converges to 0 in the topology of X(µ); see Remark 2.3.2. By

the continuity of T we obtain that mT (Aj) = T (χAj) converges to 0 in the topology

of X. Hence, mT is σ-additive, i.e., a vector measure. �

We will refer to mT as the vector measure associated with T . Of interest is the space

of mT -integrable functions L1(mT ). The next result shows that X(µ) is always

contained in it. For T taking values in a Banach space X, see [26, Proposition 4.4

(i)].

Proposition 3.2.2

Let (X(µ), {qk}k∈N) be a Fréchet function space with a σ-Lebesgue topology, X be a

Fréchet space andmT be the vector measure associated with a continuous linear operator

T : X(µ) → X. Then each f ∈ X(µ) is mT -integrable and T (fχA) =
∫
A
fdmT , for

A ∈ Σ. In particular, X(µ) ⊆ L1(mT ).

Proof:

Let f ∈ X(µ). According to Lemma 2.3.2 there is a sequence of Σ-simple functions

{sn}n∈N ⊆ sim(Σ) which converges pointwise to f on Ω and which converges to f

in the topology of X(µ). Fix A ∈ Σ and consider the sequence {snχA}n∈N ⊆ X(µ)

as well as the function fχA ∈ X(µ). It is clear that∣∣snχA − fχA∣∣ 6 ∣∣sn − f ∣∣, for all n ∈ N.

This and the fact that each qk is a function semi-norm imply that

qk
(
snχA − fχA

)
6 qk

(
sn − f

) n→∞−→ 0, for all k ∈ N,

meaning that {snχA}n∈N converges to fχA in the topology of X(µ). Since T is

continuous, the sequence
{
T (snχA)

}
n∈N ⊆ X converges to T (fχA) ∈ X in the
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topology of X. Each function sn, being Σ-simple, is of the form

sn =

`(n)∑
j=1

α
(n)
j χ

A
(n)
j
, for all n ∈ N,

and so we can use the classical notation∫
A

sn dmT =

`(n)∑
j=1

α
(n)
j mT

(
A

(n)
j ∩ A

)
as stated in (2.27) and obtain, by the de�nition of mT and the linearity of T , that

∫
A

sn dmT =

`(n)∑
j=1

α
(n)
j T

(
χ
A

(n)
j ∩A

)
= T

 `(n)∑
j=1

α
(n)
j χ

A
(n)
j
χA

 = T
(
snχA

)
,

for all n ∈ N. Hence, T (fχA) is the limit of the sequence
{∫

A
sn dmT

}
n∈N in the

topology of X, that is,

T (fχA) = lim
n→∞

∫
A

sn dmT .

Thus, there exists a sequence of Σ-simple functions {sn}n∈N which converges point-

wise to f on Ω and such that
{∫

A
sn dmT

}
n∈N converges to the element T (fχA) in

X. The set A was chosen arbitrarily and hence, this is true for all A ∈ Σ. Applying

Proposition 2.4.1 we can conclude that f is mT -integrable and T (fχA) =
∫
A
f dmT ,

for all A ∈ Σ. �

Concerning the null functions we have the following fact. For T being Banach-space-

valued, see [26, Proposition 4.4 (ii)].

Lemma 3.2.1

Let f ∈ L1(µ) be a µ-null function. Then f is also an mT -null function. In particular,

N (µ) ⊆ N (mT ).

Proof:

Let f ∈ L1(µ) be an individual µ-null function, i.e., f ∈ N (µ). Hence, f = 0

µ-a.e. on Ω and therefore also fχA = 0 µ-a.e., for all A ∈ Σ. Then, for a �xed set

A ∈ Σ, ∫
A

f dmT = T (fχA) = T (0) = 0

and therefore also

pk

(∫
A

f dmT

)
= pk

(
T (fχA)

)
= pk(0) = 0, for all k ∈ N.
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As A ∈ Σ was chosen arbitrarily this is true for all A ∈ Σ. We obtain that

pk(mT )(f) = sup

{
pk

(∫
A

f dmT

)
: A ∈ Σ

}
= 0, for all k ∈ N.

Thus, f is an mT -null function, i.e., f ∈ N (mT ). �

Denote by L1(mT ) the space of all classes of mT -integrable functions (i.e., di�ering

only on an mT -null set). Namely,

L1(mT ) := L1(mT )/N (mT ).

To show that X(µ) is included continuously into L1(mT ), consider the linear map

jT : X(µ)→ L1(mT ) de�ned by jT (f) := f . Observe, that this map is well-de�ned

and not dependent on the representative f . To see this let f, g ∈ M(µ) be two

individual functions satisfying f, g ∈ X(µ) and di�ering only on a µ-null set. Hence,

f − g ∈ N (µ) and, because of Lemma 3.2.1, also jT (f − g) = f − g ∈ N (mT ). Thus,

f and g di�er only on an mT -null set and therefore determine the same element in

L1(mT ). According to Proposition 3.2.2 we have

T (f) = T
(
fχΩ

)
=

∫
Ω

f dmT =

∫
Ω

jT (f) dmT , for f ∈ X(µ). (3.8)

For X(µ) a Banach function space and T a Banach-space-valued operator, the fol-

lowing fact occurs in [26, Proposition 4.4 (ii)].

Proposition 3.2.3

The linear map jT : X(µ)→ L1(mT ) is continuous.

Proof:

Let f ∈ X(µ) and �x a set A ∈ Σ. Then |fχA| 6 |f | and as each qk is a function

semi-norm, the inequality qk(fχA) 6 qk(f) holds, for all k ∈ N. Fix k ∈ N. The

continuity of T implies that there exists an index lk ∈ N and a constant Mk > 0

such that

pk
(
T (fχA)

)
6Mk qlk

(
fχA

)
6Mk qlk(f), for A ∈ Σ.

Keeping in mind that∫
A

jT (f) dmT =

∫
Ω

jT (f)χA dmT
(3.8)
= T

(
fχA

)
,
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we obtain that

pk(mT )
(
jT (f)

)
= sup

{
pk

(∫
A

jT (f) dmT

)
: A ∈ Σ

}
6Mk qlk(f).

Since k ∈ N is arbitrary, this shows that the linear map jT : X(µ) → L1(mT ) is

continuous. �

The next result shows that X(µ) is continuously embedded in L1(mT ) whenever the

mT -null functions and the µ-null functions coincide.

Proposition 3.2.4

WheneverN (mT ) = N (µ), the continuous linear map jT : X(µ)→ L1(mT ) is injective.

That is, X(µ) is continuously included in L1(mT ).

Proof:

Let f ∈ X(µ) satisfy jT (f) = 0, that is, jT (f) ∈ L1(mT ) is an mT -null function.

But, as N (mT ) ⊆ N (µ), it is also a µ-null function. Hence, jT (f) = f = 0 µ-a.e..

Thus, jT is injective. �

We call a continuous linear operator T : X(µ) → X µ-determined if the µ-null

functions coincide with the mT -null functions, i.e., N (µ) = N (mT ). In Proposition

3.2.4 we have seen that the µ-determinedness of the operator T causes the natural

inclusion map jT to be injective. For X(µ) a Banach function space and X a Banach

space, see [26, Lemma 4.5].

Lemma 3.2.2

The following assertions for a continuous linear operator T : X(µ)→ X are equivalent:

(i) T is µ-determined.

(ii) N (µ) = N (mT ).

(iii) N0(µ) = N0(mT ).

Proof:

(i) ⇔ (ii) is clear by de�nition.

(i) ⇒ (iii) Suppose that T is µ-determined, meaning that the mT -null functions

and the µ-null functions coincide. Let A ∈ N0(µ) be any µ-null set. Then χA ∈ N (µ)

and by Lemma 3.2.1 χA ∈ N (mT ) as well which means that the inde�nite integral

mT,χA is the null vector measure. But this is equivalent to A ∈ N0(mT ) since

0 = mT,χA(B) =

∫
B

χA dmT = mT (B ∩ A), for all B ∈ Σ. (3.9)
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Thus, N0(µ) ⊆ N0(mT ).

Conversely, let A ∈ N0(mT ) be any mT -null set. By de�nition χA is then an

mT -null function. But, by the µ-determinedness of T , we have N (mT ) ⊆ N (µ)

implying that χA is also a µ-null function. Hence, A ∈ N0(µ) and consequently

N0(mT ) ⊆ N0(µ).

(iii) ⇒ (i) Since N (µ) ⊆ N (mT ) is always true (see Lemma 3.2.1) it su�ces to

show that N (mT ) ⊆ N (µ) whenever the mT -null sets and the µ-null sets coincide.

Let f ∈ N (mT ) be any mT -null function. By Remark 2.4.2 f−1(C\{0}) = {w ∈ Ω :

f(w) 6= 0} is then an mT -null set. But, as N0(mT ) = N0(µ) holds, f−1(C\{0}) is

also a µ-null set. Thus, f is a µ-null function and N (mT ) ⊆ N (µ). �

Recall that a σ-�nite measure ν : Σ → [0,∞] is a control measure for mT if the

ν-null sets and the mT -null sets coincide, i.e., if N0(ν) = N0(mT ). Remark 2.4.3

shows that ν can also be chosen as a �nite measure. Lemma 3.2.2 asserts that µ is

a control measure for mT precisely when T is µ-determined.

Now we can show that the µ-determinedness of T is equivalent to the µ-determinedness

of jT ; see also [26, Lemma 4.5 (ii)] for a special case.

Proposition 3.2.5

The operator T : X(µ) → X is µ-determined if and only if the operator jT : X(µ) →
L1(mT ) is µ-determined.

Proof:

Assume that T is µ-determined, i.e., N (mT ) = N (µ). Consider the vector

measure mjT : Σ→ L1(mT ) de�ned by mjT (A) := jT (χA) = χA. Fix A ∈ N0(mjT ).

Then,

jT (χA∩B) = mjT (B ∩ A) = 0 ∈ L1(mT ), for all B ∈ Σ.

Since T is µ-determined, jT is by Proposition 3.2.4 injective. Hence, χB∩A = 0 in

X(µ) and therefore mT (B ∩ A) = T (χB∩A) = T (0) = 0, for all B ∈ Σ. Thus, A is

also an mT -null set and so N0(mjT ) ⊆ N0(mT ) = N0(µ). It follows from Lemma

3.2.2 and Lemma 3.2.1, applied to jT : X(µ) → L1(mT ), that N0(mjT ) = N0(µ)

meaning that jT is µ-determined as well.

To show the converse direction assume that jT is µ-determined and let A ∈ Σ be

mT -null, i.e., A ∈ N0(mT ). Then χA = 0 in L1(mT ) meaning that pk(mT )(χA) = 0,

for all k ∈ N. For each B ⊆ A, χB 6 χA everywhere on Ω and thus,

pk(mT )(χB) 6 pk(mT )(χA) = 0, for all k ∈ N.
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Therefore, χB = 0 in L1(mT ). But χB = mjT (B), for all B ⊆ A, i.e., mjT (B) =

0 in L1(mT ), for all B ⊆ A. By the µ-determinedness of jT we obtain A ∈
N0(mjT ) = N0(µ). Hence, the mT -null sets coincide with the µ-null sets and so

T is µ-determined. �

Another criterion for the µ-determinedness of the operator T is given in the following

lemma. For a particular case see [26, Lemma 4.5 (iii)].

Proposition 3.2.6

Let T : X(µ) → X be injective on the subset {χA : A ∈ Σ} ⊆ X(µ). Then T is

µ-determined.

Proof:

Suppose that T is injective on the subset {χA : A ∈ Σ} and let B ∈ N0(mT ).

Then χB ∈ X(µ) and T (χB) = mT (B) = 0. As T is injective on {χA : A ∈ Σ}, it
follows that χB = 0 in X(µ) and so B ∈ N0(µ). Thus, N0(mT ) ⊆ N0(µ). Lemma

3.2.1 and Lemma 3.2.2 then imply that T is µ-determined. �

As the Σ-simple functions sim(Σ) are contained in X(µ), by assumption, and there-

fore also {χA : A ∈ Σ} ⊆ X(µ) holds, we can conclude the following special case.

Corollary 3.2.1

Suppose that T is injective on X(µ). Then T is µ-determined. �

3.3 The optimal domain and integral extension of

the operator T

In the following result let (Ω,Σ, µ) be a σ-�nite measure space, X(µ) be a Fréchet

function space with a σ-Lebesgue topology and containing the Σ-simple functions, X

be a Fréchet space, T : X(µ)→ X be a µ-determined, continuous linear operator and

mT be the vector measure associated with it. Let furthermore jT : X(µ)→ L1(mT )

be the continuous injection embedding X(µ) into L1(mT ); see Propositions 3.2.2,

3.2.3 and 3.2.4. Recall that L1(mT ) is a Fréchet function space over (Ω,Σ, µ) and

has a σ-Lebesgue topology; see Section 2.4.

The following result shows that the integration operator ImT : L1(mT )→ X, de�ned

by

ImT (f) :=

∫
Ω

f dmT , for f ∈ L1(mT ),

69



is then a continuous, X-valued linear extension of T to the larger domain space

L1(mT ), which is in a certain sense optimal. For the Banach function space setting

we refer to Theorem 4.14 and Remark 4.15 of [26].

Theorem 3.3.1

The Fréchet function space L1(mT ) is the largest amongst all Fréchet function spaces

over (Ω,Σ, µ) having a σ-Lebesgue topology into which X(µ) is continuously embedded

and to which T admits an X-valued continuous linear extension. Moreover, such an

extension of T is unique and is precisely the integration operator ImT : L1(mT )→ X.

Proof:

Let Y (µ) be any Fréchet function space over (Ω,Σ, µ) having a σ-Lebesgue topol-

ogy such that X(µ) ⊆ Y (µ) and such that T admits a continuous linear extension

T̃ : Y (µ) → X. According to Proposition 3.1.2 the natural embedding j : X(µ) →
Y (µ) is necessarily continuous. We show that necessarily Y (µ) ⊆ L1(mT ). As

sim(Σ) ⊆ X(µ) ⊆ Y (µ), we have j(χA) = χA ∈ Y (µ), for each A ∈ Σ. Therefore,

T̃ (χA) = T̃
(
j(χA)

)
= T̃ |X(µ)(χA) = T (χA), for all A ∈ Σ.

By de�nition of the vector measures mT and mT̃ associated with T respectively T̃

this means that

mT̃ (A) = T̃ (χA) = T (χA) = mT (A), for all A ∈ Σ.

Hence, the X-valued vector measures mT and mT̃ coincide. Since T is µ-determined

we obtain N (mT̃ ) = N (mT ) = N (µ) meaning that T̃ is µ-determined as well. On

the other hand, Proposition 3.2.2 applied to T̃ implies that Y (µ) ⊆ L1(mT̃ ) =

L1(mT ), meaning that L1(mT ) is �larger� than Y (µ). We still need to show that

ImT : L1(mT )→ X is a continuous linear extension of T from X(µ) to L1(mT ). Let

f ∈ X(µ) ⊆ L1(mT ). Then Proposition 3.2.2 yields

(
ImT ◦ jT

)
(f) = ImT

(
jT (f)

)
= ImT (f) =

∫
Ω

f dmT = T
(
fχΩ

)
= T (f).

Hence, ImT is indeed a continuous linear extension of T to L1(mT ).

The extension ImT is also unique. To see this let Λ : L1(mT ) → X be another

continuous linear extension of T , meaning that

ImT (f) = T (f) = Λ(f), for all f ∈ X(µ). (3.10)

Since L1(mT ) contains the Σ-simple functions and has a σ-Lebesgue topology, Lemma
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2.3.2 implies that sim(Σ) is dense in L1(mT ). Now, let f ∈ L1(mT ) be arbitrarily

chosen. Also by Lemma 2.3.2 there exists a sequence {sn}n∈N ⊆ sim(Σ) converging

to f in the topology of L1(mT ). Then (3.10) yields that

ImT (f) = ImT

(
lim
n→∞

sn

)
= lim

n→∞
ImT (sn) = lim

n→∞
Λ(sn) = Λ

(
lim
n→∞

sn

)
= Λ(f).

Hence, ImT = Λ. �
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Chapter 4

Applications

In Chapter 4 we will apply the theory we have developed in Chapter 3 to take

a closer look at some well-known operators T : X(µ) → X de�ned on a Fréchet

function space X(µ) and to study the vector measures mT associated with them.

The main object of interest, of course, will be the space L1(mT ) of mT -integrable

functions and one of the major problems will certainly be to decide whether or not

L1(mT ) is strictly larger than X(µ).

The �rst operator we concentrate on in Section 4.1 will be the multiplication operator

Mg : X(µ)→ X(µ) de�ned by

Mg(f) := fg, for f ∈ X(µ),

where g ∈ M :=
{
g ∈ L0(µ) : g · X(µ) ⊆ X(µ)

}
is �xed. The vector measure

mMg : Σ→ X(µ) associated with Mg is then given by

mMg(A) := Mg(χA) = χAg, for A ∈ Σ.

In [26, Example 4.7] the respective investigations were made for the multiplication

operator M r
g : Lr(µ)→ Lr(µ) (1 6 r <∞), for g ∈ L∞(µ) �xed, de�ned on the Ba-

nach function space Lr(µ), with µ being a �nite measure. There, the characterization

of L1
(
mMr

g

)
depended on whether g was �bounded away from 0� or not. It turned out

that L1
(
mMr

g

)
= Lr(µ) (in the �rst case) respectively L1

(
mMr

g

)
=
{

1
g
·f : f ∈ Lr(µ)

}
(in the second case). In Section 4.1 we vary the situation by de�ning the multipli-

cation operator on the Fréchet function space Lp−([0, 1]) (Subsection 4.1.1) and

on the Fréchet function space Lp
loc

(R) (Subsection 4.1.2) and investigate if similar

observations can be made. In a further step we will also study the variation of mMg .
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Section 4.2 deals with the Volterra operator Vp− : Lp−([0, 1])→ Lp−([0, 1]) given by

Vp− : f 7→ Vp−(f)(w) :=

∫ w

0

f dλ, for w ∈ [0, 1],

where the resulting vector measure mVp− : B([0, 1]) → Lp−([0, 1]) associated with

Vp− is given by

mVp− : A 7→ mVp−(A) := Vp−(χA)(t) =

∫
A

χ[0,t](w) dλ(w), for t ∈ [0, 1].

The classical Volterra operator Vp : Lp([0, 1]) → Lp([0, 1]) de�ned on the Banach

function space Lp([0, 1]), for 1 6 p <∞, was the object of investigation in [28] and

[26, Example 3.26 & Example 3.45]; the results again depended on p. For p = 1 the

inclusion L1([0, 1]) ⊆ L1(mV1) turned out to be proper with

L1(mV1) = L1(|mV1|) = L1
(
(1− t) dλ(t)

)
.

For 1 < p <∞, however, all the inclusions

Lp([0, 1]) ⊆ L1(|mVp|) ⊆ L1(mVp)

were strict. In both cases the Bochner λ-integrability, respectively the Pettis λ-

integrability, of t 7→ fχ[t,1] (where f ∈ L0([0, 1]) and χ[t,1] ∈ Lp([0, 1])) played a

major role in the investigations. So it is understandable that in Section 4.2 we search

for similar results for Vp− being de�ned on the Fréchet function space Lp−([0, 1]).

In the �nal Section 4.3 we will study the convolution operator Cp−
g : Lp−(G) →

Lp−(G) de�ned by

Cp−
g (f) := f ∗ g

where, for g ∈ L1(G) �xed,

(
f ∗ g

)
(x) :=

∫
G

f(y) g(x− y) dµ(y), for µ-almost every x ∈ G,

is the convolution of f and g on the compact Abelian group G. The vector measure

mCp−g
: B(G)→ Lp−(G) associated with the convolution operator Cp−

g is then given

by

mCp−g
(A) := Cp−

g (χA) = χA ∗ g, for A ∈ B(G).

The respective investigations for the convolution operator C
(p)
g : Lp(G) → Lp(G),

for 1 6 p < ∞, were done in [26, Chapter 7] and [25]. The main results state that
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the inclusion

Lp(G) ⊆ L1
(
m
C

(p)
g

)
is proper, for all non-zero functions g ∈ L1(G)\Lp(G), whereas for g ∈ Lp(G) we

have the equalities

L1
(
|m

C
(p)
g
|
)

= L1
(
m
C

(p)
g

)
= L1(G).

There, the Bochner λ-integrability, this time of the function F
(p)
g : G→ Lp(G) given

by F
(p)
g (x) = g(x − ·), played a central role in the course of the investigations. In

Section 4.3 it will therefore be of interest to see whether the results di�er a lot when

Cp−
g is de�ned on Lp−(G) rather than on Lp(G).

4.1 Multiplication operators

4.1.1 Multiplication operators on Lp−([0, 1])

Throughout this subsection we consider the �nite measure space
(
[0, 1],B([0, 1]), λ

)
,

where λ is Lebesgue measure and B([0, 1]) the σ-algebra of Borel measurable subsets

of [0, 1]. Let, for p ∈ (1,∞) �xed, Lp−([0, 1]) be the Fréchet function space as de-

�ned in Example 2.3.1. Furthermore, denote by L0([0, 1]) the Lebesgue measurable

functions f : [0, 1] → C. Since [0, 1] is �xed, we will simply write L0 and Lp− in

place of L0([0, 1]) and Lp−([0, 1]); no confusion will occur.

Consider the subset of L0 given by

Mp− := M
(
Lp−, Lp−

)
:=

{
g ∈ L0 : gLp− ⊆ Lp−

}
,

where gLp− := {gh : h ∈ Lp−} and g ∈ Mp− is �xed. Associated with g de�ne the

multiplication operator Mp−
g : Lp− → Lp− by

Mp−
g (f) := fg, for f ∈ Lp−.

It is clear that Mp−
g is a linear operator. Moreover, as χ[0,1] ∈ Lp−, it follows that

necessarily g ∈ Lp−.

Proposition 4.1.1

For each g ∈ Mp− and p ∈ (1,∞), the multiplication operator Mp−
g : Lp− → Lp− is

continuous.
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Proof:

We apply the Closed Graph Theorem 2.1.1. Let {fn}n∈N ⊆ Lp− be any sequence

which converges to 0 in the topology of Lp− and such that {Mp−
g (fn)}n∈N converges

to a function f0 ∈ Lp− in the topology of Lp−. We need to show that f0 = 0.

Since {Mp−
g (fn)}n∈N converges to f0 in the topology of Lp−, Lemma 3.1.3 implies

that there exists a subsequence {Mp−
g (fnm)}m∈N of {Mp−

g (fn)}n∈N converging to f0

λ-a.e. on [0, 1]. On the other hand, {fnm}m∈N is a subsequence of {fn}n∈N and

therefore converges to 0 in the topology of Lp−. Applying Lemma 3.1.3 again we

�nd that there exists a subsequence
{
fnml

}
l∈N of {fnm}m∈N which converges to 0

λ-a.e. on [0, 1]. Multiplying the functions fnml with g we obtain, for λ-almost every

w ∈ [0, 1],

lim
l→∞

Mp−
g

(
fnml

)
(w) = lim

l→∞
fnml (w)g(w) = 0 · g(w) = 0.

However, {Mp−
g (fnm)}m∈N converges pointwise to f0 λ-a.e. and, being a subsequence

of {Mp−
g (fnm)}m∈N, the same is true for

{
Mp−

g

(
fnml

)}
l∈N. Hence, f0 = 0 and we

can conclude that Mp−
g is continuous. �

In the following pages we are going to study the vector measure mMp−
g

associated

with Mp−
g , i.e., the vector measure mMp−

g
: B([0, 1])→ Lp− de�ned by

mMp−
g

(A) := Mp−
g (χA) = χAg, for A ∈ B([0, 1]). (4.1)

Since Lp− contains the B([0, 1])-simple functions and has a σ-Lebesgue topology,

mMp−
g

is (by Proposition 3.2.1) indeed a vector measure. Recall that each ϕ ∈
(
Lp−

)∗
induces the scalar measure

〈
mMp−

g
, ϕ
〉

: B([0, 1])→ C given by〈
mMp−

g
, ϕ
〉
(A) :=

〈
mMp−

g
(A), ϕ

〉
, for A ∈ B([0, 1]),

where in our case this measure becomes (see (i) of Example 2.3.1)

〈
mMp−

g
(A), ϕ

〉
=

∫ 1

0

Mp−
g (χA)ϕdλ

(4.1)
=

∫ 1

0

χAgϕ dλ =

∫
A

gϕ dλ, (4.2)

for all A ∈ B([0, 1]). We are mainly interested in the space of mMp−
g
-integrable

functions. Recall that a function f : [0, 1]→ C is mMp−
g
-integrable if it is integrable

with respect to each scalar measure 〈mMp−
g
, ϕ〉, for ϕ ∈

(
Lp−

)∗
, and if, for each

A ∈ B([0, 1]), there exists an element
∫
A
f dmMp−

g
∈ Lp− satisfying〈∫

A

f dmMp−
g
, ϕ

〉
=

∫
A

f d
〈
mMp−

g
, ϕ
〉
,
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for all ϕ ∈
(
Lp−

)∗
. It follows, for each A ∈ B([0, 1]), that∫

A

f d
〈
mMp−

g
, ϕ
〉 (4.2)

=

∫
A

fgϕ dλ =

∫ 1

0

fχAgϕ dλ =
〈
fχAg, ϕ

〉
.

Accordingly, since ϕ is arbitrary, the inde�nite integral of f ∈ L1(mMp−
g

) over A ∈
B([0, 1]) is given by ∫

A

f dmMp−
g

= fχAg (4.3)

and, hence, the set function mMp−
g ,f : B([0, 1])→ Lp− associated with the inde�nite

integral of f is de�ned by

mMp−
g ,f (A) :=

∫
A

f dmMp−
g

= fχAg, for A ∈ B([0, 1]).

According to the Orlicz-Pettis Theorem 2.1.3 mMp−
g ,f is again a vector measure.

To apply the theory of Chapter 3 we need to know when Mp−
g is λ-determined.

Proposition 4.1.2

Let 1 < p <∞ and g ∈Mp−. The operator Mp−
g : Lp− → Lp− is λ-determined if and

only if g(w) 6= 0 for λ-almost every w ∈ [0, 1].

Proof:

Suppose that g 6= 0 λ-a.e. on [0, 1] fails to hold. Then λ
(
g−1({0})

)
> 0 and so

B := g−1({0}) /∈ N0(λ). On the other hand, for any Borel set A ⊆ B we have

mMp−
g

(A) = Mp−
g (χA) = gχA = 0 ∈ Lp−.

Hence, B ∈ N0(mMp−
g

). So, N0(λ) 6= N0(mMp−
g

). The contrapositive statement

yields that N0(λ) = N0(mMp−
g

), i.e., Mp−
g is λ-determined, implies that g 6= 0, λ-a.e.

on [0, 1].

Let now g 6= 0 λ-a.e. on [0, 1]. Choose any set A ∈ N0(mMp−
g

). Then, in

particular, mMp−
g

(A) = χAg = 0 in Lp−. But, since g 6= 0 λ-a.e. on [0, 1], this

means that χA = 0 λ-a.e. on [0, 1], i.e., λ(A) = 0. Thus, A ∈ N0(λ). Keeping in

mind that N0(λ) ⊆ N0(mMp−
g

) is always true (by Lemma 3.2.1) we can conclude

that N0(λ) = N0(mMp−
g

). Therefore, Mp−
g is λ-determined. �

From now on we will always assume Mp−
g to be λ-determined. Since Lp− has a σ-

Lebesgue topology and contains the B([0, 1])-simple functions we know from Propo-
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sition 3.2.2 that each f ∈ Lp− is mMp−
g
-integrable, i.e., that

Lp− ⊆ L1(mMp−
g

),

and, for each f ∈ Lp−, that the equations

Mp−
g (fχA) =

∫
A

f dmMp−
g

(4.3)
= fχAg, for A ∈ B([0, 1]),

hold. Moreover, it follows from the λ-determinedness of Mp−
g that

N (λ) = N (mMp−
g

) resp. N0(λ) = N0(mMp−
g

)

and, from Theorem 3.3.1, that L1(mMp−
g

) is the optimal domain of the operatorMp−
g

and the optimal extension of Mp−
g is the integration operator Im

M
p−
g

: L1(mMp−
g

)→
Lp− given by

Im
M
p−
g

(f) :=

∫ 1

0

f dmMp−
g

= fg, for f ∈ L1(mMp−
g

).

Furthermore, since the space Lp− is re�exive we know from Section 2.4 that

L1(mMp−
g

) = L1
w(mMp−

g
).

But, we still do not know whether L1(mMp−
g

) is strictly larger than Lp− and whether

it is possible to characterize the space L1(mMp−
g

). This is what we intend to inves-

tigate in the following part.

First of all, let us give a characterization of L1(mMp−
g

).

Proposition 4.1.3

Let g ∈Mp− satisfy g 6= 0 λ-a.e. on [0, 1]. Then,

L1(mMp−
g

) =
{
f ∈ L0 : fg ∈ Lp−

}
.

Proof:

Since g ∈ Mp− and sim
(
B([0, 1])

)
⊆ Lp− we obtain that sg ∈ Lp−, for all

s ∈ sim
(
B([0, 1])

)
. In particular, choosing s = χ[0,1] shows that necessarily g ∈ Lp−.

Now, let f ∈ L1(mMp−
g

). According to Proposition 2.4.1 there exists a se-

quence {sn}n∈N ⊆ sim
(
B([0, 1])

)
such that {sn}n∈N converges pointwise to f and{∫ 1

0
sn dmMp−

g

}
n∈N converges to an element

∫ 1

0
f dmMp−

g
∈ Lp− in the topology of
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Lp−. Lemma 3.1.3, on the other hand, ensures that
{∫ 1

0
sn dmMp−

g

}
n∈N admits a

subsequence
{∫ 1

0
snm dmMp−

g

}
m∈N converging λ-a.e. on [0, 1] to

∫ 1

0
f dmMp−

g
. But,

since {sn}n∈N converges to f pointwise on [0, 1], we have

lim
m→∞

(∫ 1

0

snm dmMp−
g

)
(w)

(4.3)
= lim

m→∞

(
snmχ[0,1]g

)
(w)

= lim
m→∞

(
snmg

)
(w)

= (fg)(w),

for λ-almost every w ∈ [0, 1]. Hence, fg =
∫ 1

0
f dmMp−

g
∈ Lp−. This establishes one

inclusion.

Conversely, let f ∈ L0 satisfy fg ∈ Lp−. Since f ∈ L0, we can choose a sequence

{sn}n∈N ⊆ sim
(
B([0, 1])

)
such that |sn| 6 |f |, for all n ∈ N, and {sn}n∈N converges

pointwise to f on [0, 1]. Since g ∈ Mp− and sim
(
B([0, 1])

)
⊆ Lp− it follows that

sng ∈ Lp−, for all n ∈ N. On the other hand, fg ∈ Lp− and consequently fχAg ∈
Lp−, for all A ∈ B([0, 1]). Moreover, |sng| 6 |fg|, for all n ∈ N, and the sequence

{sng}n∈N converges to fg pointwise on [0, 1]. The σ-Lebesgue topology of Lp−

guarantees that the sequence {sng}n∈N converges to fg also in the topology of Lp−.

Each qk being a continuous function semi-norm (see Example 2.3.1) we obtain, for

any A ∈ B([0, 1]) and n ∈ N, that

0 6 qk

(∫
A

sn dmMp−
g
− fχAg

)
(4.3)
= qk

(
snχAg − fχAg

)
6 qk

(
sng − fg

)
,

for all k ∈ N. Since

lim
n→∞

qk
(
sng − fg

)
= 0, for all k ∈ N,

it follows, for each A ∈ B([0, 1]), that the sequence
{∫

A
sn dmMp−

g

}
n∈N converges to

fχAg in the topology of Lp−. Proposition 2.4.1 now implies that f ∈ L1(mMp−
g

) and

that, moreover,
∫
A
f dmMp−

g
= fχAg, for all A ∈ B([0, 1]). �

Let us now investigate whether L1(mMp−
g

) is strictly larger than Lp− or, in other

words, whether there exists a function f ∈ L1(mMp−
g

) that is not an element of Lp−.

By using the characterization of L1(mMp−
g

) given in Proposition 4.1.3 this would

mean that f /∈ Lrk , for at least one k ∈ N, although fg ∈ Lp−.

Recall, for g ∈ Mp−, that Mp−
g is assumed to be λ-determined and hence, g 6= 0
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λ-a.e. on [0, 1]. Therefore it is possible to write

f = 1
g
· fg, λ-a.e. on [0, 1].

It seems to be the case that the answer to our question depends on the properties

of g and, moreover, on the properties of 1
g
. Whenever 1

g
∈ L∞ it is clear that

1
g
fg = f ∈ Lp−. So, the question is: What happens if 1

g
/∈ L∞?

To continue our investigations we need the de�nition of a special type of operator-

valued measure. For a Fréchet space X let L(X) be the space of all continuous linear

operators of X into itself. Then Ls(X) is de�ned to be the space L(X) equipped

with the topology of pointwise convergence on X, that is, the topology of uniform

convergence on all �nite subsets of X. A σ-additive measure P : Σ→ Ls(X) is said

to be a spectral measure if it satis�es the following two conditions:

(i) P (A ∩B) = P (A)P (B), for all A,B ∈ Σ.

(ii) P (Ω) = id.

Here, id is the identity operator in X.

For the following discussion we make use of a notable connection between the vector

measure mMp−
g

and the spectral measure P̃ : B([0, 1])→ Ls
(
Lp−

)
given by

P̃ (A) : f 7→ fχA, for f ∈ Lp−.

The spectral measure P̃ was investigated in [1]. There, the following notation was

used. De�ne, for v ∈ L0 �xed, the vector space

Dp

(
M̃p−

v

)
:=
{
h ∈ Lp− : hv ∈ Lp−

}
⊆ Lp−.

Then Dp

(
M̃p−

v

)
is the maximal domain of the linear operator M̃p−

v : Dp

(
M̃p−

v

)
→

Lp− de�ned by h→ hv, for h ∈ Dp

(
M̃p−

v

)
. In [1, Proposition 18] it was established,

for v ∈ L0, that

Dp

(
M̃p−

v

)
= Lp− if and only if v ∈ L1(P̃ ) =

⋂
16s<∞

Ls. (4.4)

Note that Dp

(
M̃p−

v

)
= Lp− corresponds precisely to v ∈ Mp− with M̃p−

v = Mp−
v ,

that is,

Mp− =
⋂

16s<∞

Ls. (4.5)
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Since, for g ∈Mp− ⊆ Lp−, it is the case that

P̃ (A)(g) = gχA = mMp−
g

(A), for A ∈ B([0, 1]),

we can use this result for identifying a set of functions g for which the spaces Lp−

and L1(mMp−
g

) coincide. We point out thatMp− is actually independent of p.

Proposition 4.1.4

Let g ∈Mp− =
⋂

16s<∞ L
s. Then,

L1(mMp−
g

) = Lp− if and only if 1
g
∈Mp− =

⋂
16s<∞

Ls.

Proof:

Suppose that 1
g
∈ Mp− =

⋂
16s<∞ L

s. Fix f ∈ L1(mMp−
g

). Since g ∈ Mp−,

it follows from Proposition 4.1.3 that fg ∈ Lp−. Since 1
g
∈ Mp−, it follows that

f = 1
g
fg = Mp−

1/g(fg) ∈ Lp−. So, the inclusion L1(mMp−
g

) ⊆ Lp− holds. On the

other hand, the inclusion Lp− ⊆ L1(mMp−
g

) follows from Proposition 3.2.2. Thus,

L1(mMp−
g

) = Lp−.

Conversely, suppose that L1(mMp−
g

) = Lp−. Since g ∈ Mp−, we know by (4.4)

and (4.5) that Dp

(
M̃p−

g

)
= Lp−. Choose an arbitrary function f ∈ Lp−. As Mp−

g

is λ-determined, g 6= 0 λ-a.e. on [0, 1] and we can write f = 1
g
fg where 1

g
f ∈ L0

satis�es 1
g
fg ∈ Lp−. By the characterization of L1(mMp−

g
) in Proposition 4.1.3

we can conclude that 1
g
f ∈ L1(mMp−

g
) and hence, by assumption, also 1

g
f ∈ Lp−.

Therefore, f ∈ {h ∈ Lp− : 1
g
h ∈ Lp−} = Dp

(
M̃p−

1/g

)
. But, f was chosen arbitrarily,

and so Lp− ⊆ Dp

(
M̃p−

1/g

)
. On the other hand, Dp

(
M̃p−

1/g

)
⊆ Lp− always holds. Thus,

Dp

(
M̃p−

1/g

)
= Lp− which is, according to (4.4), equivalent to 1

g
∈
⋂

16s<∞ L
s. �

For every 1 < p < ∞, the function g(w) = w, for w ∈ [0, 1], satis�es g ∈ Mp− =⋂
16s<∞ L

s, but 1
g
/∈Mp−. In particular, this together with Proposition 4.1.4 shows

that the containment Lp− ⊆ L1(mMp−
g

) is proper.

A function g ∈ L0 such that both g, 1
g
∈
(⋂

16s<∞ L
s
)
\L∞ is exhibited in the

following example.

Example 4.1.1

Let {Fl}∞l=0 ⊆ B([0, 1])|[0, 12 ] be the partition

F0 :=
[

1
6
, 1

2

]
, and Fl :=

[
1
2
−

l+1∑
j=1

(
1
3

)j
, 1

2
−

l∑
j=1

(
1
3

)j)
, for l ∈ N,
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of the interval
[
0, 1

2

]
. Since

l∑
j=1

(
1
3

)j
=

1−
(

1
3

)l+1

1− 1
3

− 1 = 3
2

(
1
3
− 1

3l+1

)
= 1

2

(
1− 1

3l

)
(4.6)

and consequently

1
2
−

l∑
j=1

(
1
3

)j (4.6)
= 1

2
− 1

2

(
1− 1

3l

)
= 1

2·3l

the intervals Fl can also be written as

F0 =
[

1
2·31 ,

1
2·30

]
, and Fl =

[
1

2·3l+1 ,
1

2·3l

)
, for l ∈ N.

Hence,

λ(Fl) = 1
2·3l −

1
2·3l+1 = 1

2
· 2

3l+1 = 1
3l+1 , (4.7)

for all l ∈ N0. Moreover, let {Em}∞m=0 ⊆ B([0, 1])|( 1
2 ,1] be the partition

E0 :=
(

1
2
, 5

6

]
, and Em :=

(
1
2

+
m∑
j=1

(
1
3

)j
, 1

2
+

m+1∑
j=1

(
1
3

)j]
, for m ∈ N,

of the interval
(

1
2
, 1
]
. Again the intervals Em can be rewritten. Since

1
2

+
m∑
j=1

(
1
3

)j (4.6)
= 1

2
+ 1

2

(
1− 1

3m

)
= 1− 1

2·3m

we obtain, for m ∈ N0,

Em =
(

1− 1
2·3m , 1−

1
2·3m+1

]
.

Then,

λ(Em) = 1− 1
2·3m+1 − 1 + 1

2·3m = 1
3m+1 , (4.8)

for all m ∈ N0. De�ne a function g : [0, 1]→ C by

g(w) :=
∞∑
l=0

(l + 1)χFl(w) +
∞∑
m=0

1
m+1

χEm(w)

=
∞∑
l=1

lχFl−1
(w) +

∞∑
m=1

1
m
χEm−1(w).

Then g is obviously measurable, bounded on
[

1
2
, 1
]
but, unbounded on

[
0, 1

2

]
. More-
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over,

g(w) 6
∞∑
l=1

lχFl−1
(w) +

∞∑
m=1

mχEm−1(w),

for all w ∈ [0, 1]. Hence, for each 1 6 s <∞, we obtain that

qs(g) :=

(∫ 1

0

∣∣∣ ∞∑
l=1

lχFl−1
+
∞∑
m=1

1
m
χEm−1

∣∣∣sdλ)1/s

6

(∫ 1

0

( ∞∑
l=1

lχFl−1
+
∞∑
m=1

mχEm−1

)s
dλ

)1/s

=

(
∞∑
l=1

lsλ(Fl−1) +
∞∑
m=1

msλ(Em−1)

)1/s

(4.7),(4.8)
=

(
∞∑
l=1

ls
(

1
3l

)
+
∞∑
m=1

ms
(

1
3m

))1/s

= 21/s

(
∞∑
n=1

ns

3n

)1/s

<∞.

Accordingly, g ∈
⋂

16s<∞ L
s. On the other hand, 1

g
: [0, 1]→ C is of the form

1
g
(w) =

∞∑
l=0

1
l+1
χFl(w) +

∞∑
m=0

(m+ 1)χEm(w)

=
∞∑
l=1

1
l
χFl−1

(w) +
∞∑
m=1

mχEm−1(w).

Note that 1
g
is bounded on

[
0, 1

2

]
, unbounded on

(
1
2
, 1
]
and satis�es

1
g
(w) 6

∞∑
l=1

lχFl−1
(w) +

∞∑
m=1

mχEm−1(w),

for all w ∈ [0, 1]. In analogy to g, for each 1 6 s <∞, we obtain that

qs
(

1
g

)
:=

(∫ 1

0

∣∣∣ ∞∑
l=1

1
l
χFl−1

+
∞∑
m=1

mχEm−1

∣∣∣sdλ)1/s

6 21/s

(
∞∑
n=1

ns

3n

)1/s

<∞.

So, both g, 1
g
∈
⋂

16s<∞ L
s and we can conclude by Proposition 4.1.4 that L1(mMp−

g
) =

Lp−, for each 1 < p <∞. J
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Until now we have not thought about the variation of mMp−
g
. Fix p ∈ (1,∞) and

g ∈Mp−. For each k ∈ N, let (mMp−
g

)k : B([0, 1])→ Lrk be the local-Banach-space-

valued vector measure (2.28) given by

(mMp−
g

)k(A) := χAg, for A ∈ B([0, 1]).

For k ∈ N �xed, the variation of (mMp−
g

)k is calculated via

|(mMp−
g

)k|(A) = sup
π

l∑
j=1

∥∥(mMp−
g

)k(Aj)
∥∥
rk

= sup
π

l∑
j=1

∥∥χAjg∥∥rk
= sup

π

l∑
j=1

(∫ 1

0

|χAjg|rk dλ
)1/rk

= sup
π

l∑
j=1

(∫
Aj

|g|rk dλ

)1/rk

, (4.9)

for all A ∈ B([0, 1]), where π = {Aj}lj=1 is any �nite partition of A.

Note that the variation of (mMp−
g

)k needs not to be �nite. To see this, let g := χ[0,1]

and choose, for l ∈ N �xed, the partition

Aj :=
[
j−1
l
, j
l

)
, for j = 1, . . . , l − 1, and Al :=

[
l−1
l
, 1
]

of [0, 1]. Then, for each j ∈ {1, . . . , l}, we obtain

l∑
j=1

(∫
Aj

|g|rk dλ

)1/rk

=
l∑

j=1

(
λ(Aj)

)1/rk =
l∑

j=1

(
1
l

)1/rk = l ·
(

1
l

)1/rk = l1−(1/rk) = l1/sk ,

where sk is the conjugate exponent of rk and, thus, satis�es
1
sk
> 0. So, if l→∞ it

follows that l1/sk →∞. Hence, for g = χ[0,1] the variation of (mMp−
g

)k and thus, the

variation of mMp−
g

is in�nite.

It seems that the variation of mMp−
g

could depend on the function g. Actually, the

next result shows that this is not so.

Proposition 4.1.5

Let g ∈Mp−\{0}. Then the variation of mMp−
g

is in�nite.
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Proof:

Let g ∈Mp−\{0} =
(⋂

16s<∞ L
s
)
\{0}. Then g ∈ Lp−\{0} (see also page 75) and

consequently |g| 6= 0 in Lp−. On the other hand, |g| ∈ Lp− means that |g|rk ∈ L1,

for all k ∈ N. So we can �nd A ∈ B([0, 1]) and k ∈ N such that

0 <

∫
A

|g|rk dλ <∞.

Fix such an A ∈ B([0, 1]) and k ∈ N and let∫
A

|g|rk dλ =: α.

De�ne a set function ν : B(A ∩ [0, 1])→ [0,∞) by

ν(B) :=

∫
B

|g|rk dλ, for all B ∈ B(A ∩ [0, 1])

which is a �nite, positive measure on B(A∩[0, 1]). Since the Lebesgue measure is non-

atomic on the real line, [9, p. 26], the measure ν is non-atomic on B(A∩ [0, 1]). Pick

an arbitrary l ∈ N. According to Lemma 2.2.2 there exists a partition {Aj}lj=1 ⊆
B([0, 1]) of A satisfying

ν(Aj) =

∫
Aj

|g|rk dλ = α
l
, for all j = 1, . . . , l.

Thus, we have

l∑
j=1

(∫
Aj

|g|rk dλ

)1/rk

=
l∑

j=1

(
ν(Aj)

)1/rk

=
l∑

j=1

(
α
l

)1/rk = l ·
(
α
l

)1/rk = l1−(1/rk) · α1/rk = l1/sk · α1/rk ,

where sk is the conjugate exponent of rk. Letting l→∞ we obtain that l1/sk ·α1/rk →
∞ which shows that the variation of mMp−

g
is in�nite. �

4.1.2 Multiplication operators on Lp
loc

(R)

In this subsection we will investigate the multiplication operator again, this time,

however, de�ned on Lp
loc

(R). Consider the σ-�nite measure space
(
R,B(R), λ

)
, where

λ is Lebesgue measure and B(R) is the σ-algebra of Lebesgue measurable subsets

of R. Let, for p ∈ (1,∞) �xed, Lp
loc

(R) be the Fréchet function space as de�ned in

Example 2.3.2. Furthermore, denote by L0(R) the Lebesgue measurable functions
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f : R→ C.

De�ne byMp
loc

the subset of measurable functions

Mp
loc

:= M
(
Lp

loc
(R), Lp

loc
(R)
)

:=
{
g ∈ L0(R) : g Lp

loc
(R) ⊆ Lp

loc
(R)
}
,

where g Lp
loc

(R) := {gh : h ∈ Lp
loc

(R)}. Fix g ∈ Mp
loc
. Associate with g the

multiplication operator Mp
g,loc : Lp

loc
(R)→ Lp

loc
(R) de�ned by

Mp
g,loc(f) := fg, for f ∈ Lp

loc
(R).

Clearly, Mp
g,loc is a linear operator. It is continuous as well. The proof of the

continuity of Mp
g,loc follows the lines of the proof of Proposition 4.1.1 as we now

show. Observe that it follows from χR ∈ Lploc(R) that g ∈ Lp
loc

(R).

Proposition 4.1.6

For each p ∈ (1,∞), the multiplication operator Mp
g,loc : Lp

loc
(R)→ Lp

loc
(R) is continu-

ous.

Proof:

We use the Closed Graph Theorem 2.1.1 again. Let {fn}n∈N ⊆ Lp
loc

(R) be any se-

quence which converges to 0 in the topology of Lp
loc

(R) and such that
{
Mp

g,loc(fn)
}
n∈N

converges to a function f0 ∈ Lploc(R) in the topology of Lp
loc

(R). We need to show

that f0 = 0.

Since
{
Mp

g,loc(fn)
}
n∈N converges to f0 in the topology of Lp

loc
(R) we know by

Lemma 3.1.3 that there exists a subsequence
{
Mp

g,loc(fnm)
}
m∈N of

{
Mp

g,loc(fn)
}
n∈N

converging to f0 λ-a.e. on R. But, being a subsequence of {fn}n∈N, it follows that
{fnm}m∈N converges to 0 in the topology of Lp

loc
(R). Applying Lemma 3.1.3 again

we obtain a subsequence
{
fnml

}
l∈N of {fnm}m∈N which converges to 0 λ-a.e. on R.

By multiplying the functions fnml with g we have, for λ-almost every w ∈ R,

lim
l→∞

Mp
g,loc

(
fnml

)
(w) = lim

l→∞
fnml (w)g(w) = 0 · g(w) = 0.

But
{
Mp

g,loc(fnm)
}
m∈N converges already to f0 λ-a.e. on R, so the same has to hold

for the subsequence
{
Mp

g,loc(fnml )
}
l∈N. Thus, f0 = 0 and it follows that Mp

g,loc is

continuous. �

The aim here is to study the vector measure mMp
g,loc

associated with the multipli-

cation operator Mp
g,loc, i.e., the vector measure mMp

g,loc
: B(R) → Lp

loc
(R) de�ned
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by

mMp
g,loc

(A) := Mp
g,loc(χA) = χAg, for A ∈ B(R). (4.10)

Note that mMp
g,loc

is, by Proposition 3.2.1, indeed a vector measure as Lp
loc

(R) con-

tains the B(R)-simple functions and has a σ-Lebesgue topology (see Example 2.3.2

(iv)). Observe, for each ϕ ∈
(
Lp

loc
(R)
)∗
, that the scalar measure

〈
mMp

g,loc
, ϕ
〉

:

B(R)→ C is given by〈
mMp

g,loc
, ϕ
〉
(A) :=

〈
mMp

g,loc
(A), ϕ

〉
, for A ∈ B(R),

which can also be expressed as follows:

〈
mMp

g,loc
(A), ϕ

〉 (4.10)
=

∫
R
Mp

g,loc(χA)ϕdλ
(4.10)
=

∫
R
χAgϕ dλ =

∫
A

gϕ dλ, (4.11)

for each A ∈ B(R). Note, since g ∈ Lp
loc

(R), that gϕ ∈ L1(R) for each ϕ ∈(
Lp

loc
(R)
)∗
; see Example 2.3.2 (i). Again, a measurable function f : R → C is

mMp
g,loc

-integrable if it is integrable with respect to each scalar measure
〈
mMp

g,loc
, ϕ
〉
,

for ϕ ∈
(
Lp

loc
(R)
)∗
, and if, for each A ∈ B(R), there exists an element

∫
A
f dmMp

g,loc
∈

Lp
loc

(R) satisfying 〈∫
A

f dmMp
g,loc

, ϕ

〉
=

∫
A

f d
〈
mMp

g,loc
, ϕ
〉
,

for all ϕ ∈
(
Lp

loc
(R)
)∗
. Because of (4.11) we obtain for each A ∈ B(R) that∫

A

f d
〈
mMp

g,loc
, ϕ
〉

=

∫
A

fgϕ dλ =

∫
R
fχAgϕ dλ, for ϕ ∈

(
Lp

loc
(R)
)∗
.

Accordingly, fg ∈ Lp
loc

(R) and so the inde�nite integral of f ∈ L1
(
mMp

g,loc

)
is given

by ∫
A

f dmMp
g,loc

= fχAg ∈ Lploc(R), for A ∈ B(R). (4.12)

Indeed, to see this observe (via (4.11)) that

∣∣〈mMp
g,loc

, ϕ
〉∣∣(A) =

∫
A

|gϕ| dλ,

for A ∈ B(R) and ϕ ∈
(
Lp

loc
(R)
)∗
, with gϕ ∈ L1(R) because g ∈ Mp

loc
⊆ Lp

loc
(R).

So, if f is mMp
g,loc

-integrable, then∫
R
|f | |g| |ϕ| dλ =

∫
R
|f | d

∣∣〈mMp
g,loc

, ϕ
〉∣∣ <∞, for ϕ ∈

(
Lp

loc
(R)
)∗
.
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Since Lp
loc

(R) is re�exive, this implies that fg ∈ Lp
loc

(R). The set function mMp
g,loc,f

:

B(R)→ Lp
loc

(R) associated with the inde�nite integral is given by

mMp
g,loc,f

(A) :=

∫
A

f dmMp
g,loc

= fχAg.

By the Orlicz-Pettis Theorem 2.1.3 it is again a vector measure. Repeating the

arguments in the proof of Proposition 4.1.2 one can show thatMp
g,loc is λ-determined

if and only if g 6= 0 λ-a.e. on R � a property which from now on we will assume

that Mp
g,loc always satis�es.

Let us see, whether L1
(
mMp

g,loc

)
admits a similar characterization as for the multi-

plication operator Mp−
g .

Proposition 4.1.7

Let p ∈ (1,∞) and g ∈Mp
loc

satisfy g 6= 0 λ-a.e. on R. Then,

L1
(
mMp

g,loc

)
=
{
f ∈ L0(R) : fg ∈ Lp

loc
(R)
}
.

Proof:

The fact that g ∈ Mp
loc
⊆ Lp

loc
(R) and sim

(
B(R)

)
⊆ Lp

loc
(R) ensures that sg ∈

Lp
loc

(R), for all s ∈ sim
(
B(R)

)
.

Let f ∈ L1
(
mMp

g,loc

)
. Due to Proposition 2.4.1 there exists a sequence {sn}n∈N ⊆

sim
(
B(R)

)
such that {sn}n∈N converges pointwise to f and

{∫
R sn dmMp

g,loc

}
n∈N con-

verges to an element
∫
R f dmMp

g,loc
in the topology of Lp

loc
(R). According to Lemma

3.1.3,
{∫

R sn dmMp
g,loc

}
n∈N admits a subsequence

{∫
R snm dmMp

g,loc

}
m∈N converging to∫

R f dmMp
g,loc

λ-a.e. on R. However, the sequence {sn}n∈N and thus, also {snm}m∈N,
converges to f pointwise on R and so we obtain

lim
m→∞

(∫
R
snm dmMp

g,loc

)
(w)

(4.12)
= lim

m→∞

(
snmχRg

)
(w) = lim

m→∞

(
snmg

)
(w) = (fg)(w),

for λ-almost every w ∈ R. Hence, fg =
∫
R f dmMp

g,loc
∈ Lp

loc
(R) which establishes

one inclusion.

Conversely, let f ∈ L0(R) satisfy fg ∈ Lp
loc

(R). The fact that f ∈ L0(R)

guarantees that we can �nd a sequence {sn}n∈N ⊆ sim
(
B(R)

)
such that |sn| 6 |f |,

for all n ∈ N, and {sn}n∈N converges pointwise to f on R. Since g ∈ Lp
loc

(R)

and sim
(
B(R)

)
⊆ Lp

loc
(R) we obtain that sng ∈ Lploc(R), for all n ∈ N. Moreover,

fg ∈ Lp
loc

(R) and as a consequence also fχAg ∈ Lp
loc

(R), for all A ∈ B(R). In

addition, |sng| 6 |fg|, for all n ∈ N, and the sequence {sng}n∈N converges to fg
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pointwise on R. Due to the σ-Lebesgue topology of Lp
loc

(R) the sequence {sng}n∈N
converges to fg in the topology of Lp

loc
(R) as well. Since each qk is a continuous

function semi-norm in Lp
loc

(R) (see Example 2.3.2) we obtain, for A ∈ B(R) and

n ∈ N, that

0 6 qk

(∫
A

sn dmMp
g,loc
− fχAg

)
(4.12)
= qk

(
snχAg − fχAg

)
6 qk

(
sng − fg

)
,

for all k ∈ N. But,

lim
n→∞

qk
(
sng − fg

)
= 0, for all k ∈ N,

and so we can conclude, for each A ∈ B(R), that the sequence
{∫

A
sn dmMp

g,loc

}
n∈N

converges to fχAg in the topology of Lp
loc

(R). It follows from Proposition 2.4.1 that

f ∈ L1
(
mMp

g,loc

)
and, moreover, that

∫
A
f dmMp

g,loc
= fχAg, for all A ∈ B(R). �

Let us write down here the properties of mMp
g,loc

and L1
(
mMp

g,loc

)
that follow from

Chapter 3. First of all, since Lp
loc

(R) has a σ-Lebesgue topology and contains the

B(R)-simple functions, Proposition 3.2.2 implies that each f ∈ Lp
loc

(R) is mMp
g,loc

-

integrable, i.e., that

Lp
loc

(R) ⊆ L1
(
mMp

g,loc

)
and, for each f ∈ Lp

loc
(R), that the equation

Mp
g,loc(fχA) =

∫
A

f dmMp
g,loc

(4.12)
= fχAg, for A ∈ B(R),

holds. On the other hand, since we are assuming the λ-determinedness of Mp
g,loc it

follows that

N (λ) = N
(
mMp

g,loc

)
resp. N0(λ) = N0

(
mMp

g,loc

)
.

Moreover, Theorem 3.3.1 guarantees that L1
(
mMp

g,loc

)
is the optimal domain of the

multiplication operator Mp
g,loc and the optimal extension of Mp

g,loc is the integration

operator Im
M
p
g,loc

: L1
(
mMp

g,loc

)
→ Lp

loc
(R), which is given by

Im
M
p
g,loc

(f) =

∫
R
f dmMp

g,loc

(4.12)
= fg, for f ∈ L1

(
mMp

g,loc

)
.

Before we continue our investigations on L1
(
mMp

g,loc

)
let us take a closer look at the

vector spaceMp
loc
.

It is clear that L∞
loc

(R) ⊆ Mp
loc
. Indeed, for any �xed g ∈ L∞

loc
(R) there exists,

for every k ∈ N, a constant Mk > 0 satisfying |g(w)| 6 Mk, for λ-almost every
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w ∈ [−k, k]. Thus, for f ∈ Lp
loc

(R), we obtain that

qk(fg) =

(∫ k

−k
|fg|p dλ

)1/p

6

(∫ k

−k
Mp

k |f |
p dλ

)1/p

= Mk

(∫ k

−k
|f |p dλ

)1/p

= Mk qk(f) <∞,

for all k ∈ N, which shows that fg ∈ Lp
loc

(R). Hence, in the case that g ∈ L∞
loc

(R),

we can take up some results established in [1]. To do this, recall the de�nition of a

spectral measure as given on page 80. This time we consider the spectral measure

P̂ : B(R)→ Ls
(
Lp

loc
(R)
)
where, for each A ∈ B(R), the operator P̂ (A) is given by

P̂ (A) : f 7→ fχA, for f ∈ Lp
loc

(R).

In other words, P̂ (A) = Mp
χA,loc

is the multiplication operator by the characteristic

function χA. In accordance with the de�nition of integrability with respect to a

spectral measure, [1, p. 101], a measurable function g ∈ L0(R) is P̂ -integrable if

there exists an operator ∫
R
g dP̂ ∈ L

(
Lp

loc
(R)
)

such that g is integrable with respect to each complex measure〈
P̂ f, ϕ

〉
: A 7→

〈
P̂ (A)f, ϕ

〉
, for A ∈ B(R),

where f ∈ Lp
loc

(R) and ϕ ∈
(
Lp

loc
(R)
)∗
, and such that〈(∫

R
g dP̂

)
f, ϕ

〉
=

∫
R
g d
〈
P̂ f, ϕ

〉
,

for f ∈ Lp
loc

(R) and ϕ ∈
(
Lp

loc
(R)
)∗
. It turns out that each g ∈ L∞

loc
(R) is P̂ -

integrable, even more: that L∞
loc

(R) = L1
(
P̂
)
, and that the operator

IP̂ (g) :=

∫
R
g dP̂ : f 7→ fg, for f ∈ Lp

loc
(R),

corresponds to the multiplication operator Mp
g,loc, [1, Proposition 17].

The question is whether the reverse inclusion Mp
loc
⊆ L∞

loc
(R) also holds. It was

already noted prior to Proposition 4.1.6 thatMp
loc
⊆ Lp

loc
(R). But, since L∞

loc
(R) ⊆

Lp
loc

(R), for all p ∈ (1,∞), this does not mean thatMp
loc

is necessarily strictly larger

than L∞
loc

(R). To investigate this point further let g ∈Mp
loc
. Then fg ∈ Lp

loc
(R), for
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all f ∈ Lp
loc

(R), meaning that

qk(fg) =

(∫ k

−k
|fg|p dλ

)1/p

<∞, for all k ∈ N.

Fix an arbitrary k ∈ N. Denote by f̃k = f |[−k,k] the restriction of any function

f ∈ Lp
loc

(R) to the interval [−k, k], by g̃k = g|[−k,k] the restriction of g to [−k, k] and

by λk the restriction of λ to [−k, k]. Note that Lp([−k, k]), equipped with the norm

‖h‖p,k :=

(∫ k

−k
|h|p dλk

)1/p

, for h ∈ Lp([−k, k]), (4.13)

is a Banach space and that for g ∈Mp
loc

and f ∈ Lp
loc

(R) the equation

qk(fg) =

(∫ k

−k
|fg|p dλ

)1/p

=

(∫ k

−k
|f̃kg̃k|p dλk

)1/p

= ‖f̃kg̃k‖p,k, for k ∈ N,

holds. Since every h ∈ Lp([−k, k]) is of the form h = f̃k for some f ∈ Lp
loc

(R) it

follows that

‖hg̃k‖p,k <∞, for all h ∈ Lp([−k, k]).

But, it is known that

M
(
Lp([−k, k]), Lp([−k, k])

)
:=

{
h ∈ L0([−k, k]) : hLp([−k, k]) ⊆ Lp([−k, k])

}
= L∞([−k, k]),

[26, p. 47], and so g̃k ∈ L∞([−k, k]). Thus, g has to be λ-essentially bounded on

[−k, k]. As k was chosen arbitrarily we can conclude that g ∈ L∞([−k, k]), for all

k ∈ N, and consequently g ∈ L∞
loc

(R).

Putting together the previous discussion we obtain the following proposition.

Proposition 4.1.8

Mp
loc

= L∞
loc

(R) = L1(P̂ ), for every p ∈ (1,∞). �

We return to our investigation of the space L1
(
mMp

g,loc

)
. As noted before, Lp

loc
(R) ⊆

L1
(
mMp

g,loc

)
. The question is whether, for g ∈Mp

loc
= L∞

loc
(R), the space L1

(
mMp

g,loc

)
={

f ∈ L0(R) : fg ∈ Lp
loc

(R)
}
is strictly larger than Lp

loc
(R) or, in other words, whether

there is a function f ∈ L0(R) satisfying f /∈ Lp
loc

(R) but fg ∈ Lp
loc

(R).

It is not too di�cult to �nd such a function when g is given by g(w) := w, for all

w ∈ R. Then g is certainly an element of L∞
loc

(R), since |g| 6 k on [−k, k], for every
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k ∈ N. Note that g 6= 0 λ-a.e. on R as well. Choose f(w) := w−(1/p), for all w ∈ R.
Then f /∈ Lp

loc
(R), since for any �xed k ∈ N we have

qpk(f) =

∫ k

−k

∣∣w−(1/p)
∣∣p dλ = 2

∫ k

0

w−1 dλ = 2 lim
ε→0

(
ln(k)− ln(ε)

)
=∞. (4.14)

But, when considering fg we obtain, for k ∈ N �xed, the equation

qpk(fg) =

∫ k

−k

∣∣w−(1/p) · w
∣∣p dλ

=

∫ k

−k

∣∣wp−1
∣∣ dλ

= 1
p

[
wp
]k
−k = 1

p

(
kp − (−1)pkp

)
<∞

yielding that fg ∈ Lp
loc

(R).

Of course we can draw a line parallel to the results we obtained in Subsection 4.1.1

when investigating the multiplication operator on Lp−([0, 1]). Since Mp
g,loc is λ-

determined, g 6= 0 λ-a.e. on R and thus, any function f ∈ L1
(
mMp

g,loc

)
=
{
f ∈

L0(R) : fg ∈ Lp
loc

(R)
}
can be written as

f = 1
g
· gf︸︷︷︸
∈Lp

loc
(R)

.

If 1
g
∈ L∞

loc
(R) = Mp

loc
it is clear that 1

g
· gf ∈ Lp

loc
(R). The example above shows

that this need not to be the case if 1
g
/∈ L∞

loc
(R). Indeed, for the function g we have

chosen there 1
g(w)

= 1
w
is not bounded on any of the intervals [−k, k], for k ∈ N.

Finally, we wish to know whether mMp
g,loc

is of �nite variation or not. To investigate

this question let p ∈ (1,∞) and g ∈ Mp
loc
. For each k ∈ N we de�ne the local-

Banach-space-valued vector measure
(
mMp

g,loc

)
k

: B(R)|[−k,k] → Lp([−k, k]) by(
mMp

g,loc

)
k

:= χAg̃k, for A ∈ B(R)|[−k,k],

where g̃k is again the restriction of g to the interval [−k, k]. Fix k ∈ N. Then we

obtain the variation of
(
mMp

g,loc

)
k
by

∣∣(mMp
g,loc

)
k

∣∣(A) = sup
π

l∑
j=1

∥∥(mMp
g,loc

)
k
(Aj)

∥∥
p,k

= sup
π

l∑
j=1

∥∥χAj g̃k∥∥p,k
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= sup
π

l∑
j=1

(∫ k

−k
|χAj g̃k|p dλk

)1/p

= sup
π

l∑
j=1

(∫
Aj∩[−k,k]

|g̃k|p dλk

)1/p

(4.15)

where A ∈ B(R)|[−k,k] and π = {Aj}lj=1 is any �nite partition of A. Here, ‖ · ‖p,k is
the norm in Lp([−k, k]) as de�ned in (4.13).

As in the case of Mp−
g it is easy to see that the variation of

(
mMp

g,loc

)
k
may not be

�nite. Indeed, choose g := χR. Then g ∈Mp
loc
, since

fg = fχR = f ∈ Lp
loc

(R), for all f ∈ Lp
loc

(R).

Furthermore, g̃k := χ[−k,k], for all k ∈ N. For k, l ∈ N �xed, consider the partition

{Aj}2l
j=1 of [−k, k] de�ned by

Aj :=
[
−k·j
l
, −k·(j−1)

l

)
, for j = 1, . . . , l,

Aj :=
[
k·(j−l−1)

l
, k·(j−l)

l

)
, for j = l + 1, . . . , 2l − 1,

A2l :=
[
k·(l−1)

l
, k
]
.

Since

λk(Aj ∩ [−k, k]) = k
l
, for all j = 1, . . . , 2l,

we obtain that

2l∑
j=1

(∫
Aj∩[−k,k]

|g̃k|p dλk

)1/p

=
2l∑
j=1

(
λk(Aj ∩ [−k, k])

)1/p

=
2l∑
j=1

(
k
l

)1/p
= 2 k1/p l1−(1/p) = 2 k1/p l1/q.

Here, q is the conjugate exponent of p and therefore satis�es 1
q
> 0. Letting l→∞

yields that l1/q →∞ and we can conclude that, for g = χR, the variation of
(
mMp

g,loc

)
k

as given by (4.15) and thus, also of mMp
g,loc

is in�nite. Actually, this result does not

depend on the function g.

Proposition 4.1.9

Let g ∈Mp
loc
\{0}. Then the variation of mMp

g,loc
is in�nite.

93



Proof:

Let g ∈ Mp
g,loc\{0} = L∞

loc
(R)\{0}. Then also g ∈ Lp

loc
(R)\{0} and thus, there

is an index m ∈ N such that qm(g) > 0. Since {qk}k∈N is increasing it follows that

qk(g) > 0, for all k > m. Furthermore, for each k ∈ N, |g|p|[−k,k] ∈ L1([−k, k]).

Hence, we can �nd an index k ∈ N and a set A ∈ B(R)|[−k,k] such that

0 <

∫
A∩[−k,k]

|g|p dλ <∞.

Fix such an k ∈ N and A ∈ B(R)|[−k,k] and let∫
A∩[−k,k]

|g|p dλ =: α.

De�ne, by using again the notations g̃k and λk for the restrictions of g and λ to

[−k, k] (see page 91), a set function ν : B(A ∩ [−k, k])→ [0,∞) by

ν(B) :=

∫
B

|g|p dλ =

∫
B

|g̃k|p dλk, for B ∈ B(A ∩ [−k, k]).

Since the Lebesgue measure is non-atomic on the real line, [9, p. 26], it follows that

ν is also non-atomic on B(A ∩ [−k, k]). Fix l ∈ N. Lemma 2.2.2 then implies that

there exists a partition {Aj}lj=1 ⊆ B(A ∩ [−k, k]) of A satisfying

ν(Aj) =

∫
Aj

|g̃k|p dλk =

∫
Aj∩[−k,k]

|g̃k|p dλk = α
l
, for all j = 1, . . . , l.

We �nally obtain that

l∑
j=1

(∫
Aj∩[−k,k]

|g̃k|p dλk

)1/p

=
l∑

j=1

(
ν(Aj)

)1/p

=
l∑

j=1

(
α
l

)1/p
= l ·

(
α
l

)1/p
= α1/p l1−(1/p) = α1/p l1/q

where q denotes the conjugate exponent of p and therefore satis�es 1
q
> 0. Letting

l→∞ we get α1/p l1/q →∞ and it follows that the variation of
(
mMp

g,loc

)
k
as given

by (4.15) and thus, the variation of mMp
g,loc

is in�nite. �

4.2 The Volterra operator

Throughout this section we consider the �nite measure space
(
[0, 1],B([0, 1]), λ

)
,

where λ is Lebesgue measure and B([0, 1]) the σ-algebra of Lebesgue measurable
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subsets of [0, 1]. Let, for p ∈ (1,∞) �xed, Lp− := Lp−([0, 1]) =
⋂
k∈N L

rk([0, 1])

with 1 6 rk ↑k p be the Fréchet function space as discussed in Example 2.3.1.

Furthermore, denote by L0 := L0([0, 1]) the Lebesgue measurable functions f :

[0, 1]→ C.

De�ne on Lp− the Volterra operator Vp− : Lp− → Lp− mapping f 7→ Vp−(f) where

Vp−(f)(w) :=

∫ w

0

f(t) dλ(t), for w ∈ [0, 1].

Remark 4.2.1

For each f ∈ Lp−, the function Vp−(f) : [0, 1]→ C is continuous on [0, 1].

Proof of Remark 4.2.1:

Choose an arbitrary f ∈ Lp−. Fix w0 ∈ [0, 1] and let {wn}n∈N ⊆ [0, 1] be any

sequence converging to w0. Then it is clear that

lim
n→∞

fχ[0,wn] = fχ[0,w0]

pointwise on [0, 1]. Since f ∈ Lp− ⊆ L1, also |f | ∈ L1. Furthermore, |fχ[0,wn]| 6 |f |,
for all n ∈ N. By applying Lebegue's Dominated Convergence Theorem 2.2.2 we

obtain that

lim
n→∞

Vp−(f)(wn) = lim
n→∞

∫ wn

0

f(t) dλ(t)

= lim
n→∞

∫ 1

0

(
fχ[0,wn]

)
(t) dλ(t)

=

∫ 1

0

(
fχ[0,w0]

)
(t) dλ(t)

=

∫ w0

0

f(t) dλ(t) = Vp−(f)(w0)

which shows that Vp−(f) is a continuous function. �

The linearity of the Volterra operator results from the linearity of the Lebesgue

integral. Let us state here two further properties of the Volterra operator.

Proposition 4.2.1

The Volterra operator Vp− : Lp− → Lp− is continuous.

Proof:

Let f ∈ Lp− be arbitrarily chosen. Then f ∈ Lr1 ⊆ L1 and so, for each w ∈ [0, 1],
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we have, by Hölder's inequality, that

∣∣Vp−(f)(w)
∣∣ =

∣∣∣∣∫ w

0

f(t) dλ(t)

∣∣∣∣
6

∫ w

0

|f(t)| dλ(t)

=

∫ 1

0

|f(t)χ[0,w](t)| dλ(t)

(2.9)

6

(∫ 1

0

|f(t)|r1 dλ(t)

)1/r1 (∫ 1

0

|χ[0,w](t)|s1 dλ(t)

)1/s1

= q1(f)λ([0, w])1/s1 6 q1(f),

where s1 is the conjugate exponent of r1. Hence, for each k ∈ N, we obtain that

qk
(
Vp−(f)

)
=

(∫ 1

0

∣∣Vp−(f)
∣∣rk dλ)1/rk

6

(∫ 1

0

(
q1(f)

)rk dλ)1/rk

= q1(f)λ([0, 1])1/rk ,

which implies that Vp− is continuous. �

Proposition 4.2.2

The Volterra operator Vp− : Lp− → Lp− is injective.

Proof:

Let f ∈ Lp− satisfy Vp−(f) = 0 meaning that∫ w

0

f(t) dλ(t) = 0, for all w ∈ [0, 1].

The Fundamental Theorem of Calculus, [11, p. 304], then yields that

f(w) =

(∫ w

0

f(t) dλ(t)

)′
= 0′ = 0, for λ-almost every w ∈ [0, 1].

Thus, Vp− is injective. �

In the following pages we are going to study the vector measure mVp− associated

with the operator Vp− ; more explicitly, the vector measure mVp− : B([0, 1]) → Lp−

de�ned by

mVp−(A) := Vp−(χA)
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where, for each A ∈ B([0, 1]),

Vp−(χA)(w) =

∫ w

0

χA(t) dλ(t) = λ
(
[0, w] ∩ A

)
, for w ∈ [0, 1].

Since Lp− contains the B([0, 1])-simple functions and has a σ-Lebesgue topology,

mVp− is by Proposition 3.2.1 indeed a vector measure. For each ϕ ∈
(
Lp−

)∗
=⋃

k∈N L
sk with 1

rk
+ 1

sk
= 1, for k ∈ N, we induce the scalar measure

〈
mVp− , ϕ

〉
:

B([0, 1])→ C given by〈
mVp− , ϕ

〉
(A) :=

〈
mVp−(A), ϕ

〉
, for A ∈ B([0, 1]).

By applying the identity χ[0,w](t) = χ[t,1](w) and Fubini's Theorem 2.2.3, this scalar

measure can also be expressed by the following term:

〈
mVp−(A), ϕ

〉
=

∫ 1

0

Vp−(χA)(w)ϕ(w) dλ(w)

=

∫ 1

0

(∫ w

0

χA(t) dλ(t)

)
ϕ(w) dλ(w)

=

∫ 1

0

(∫ 1

0

χ[0,w](t)χA(t) dλ(t)

)
ϕ(w) dλ(w)

=

∫ 1

0

(∫ 1

0

χ[t,1](w)χA(t) dλ(t)

)
ϕ(w) dλ(w)

=

∫ 1

0

χA(t)

(∫ 1

0

χ[t,1](w)ϕ(w) dλ(w)

)
dλ(t)

=

∫
A

〈
χ[t,1], ϕ

〉
dλ(t), (4.16)

for A ∈ B([0, 1]). Observe that t 7→
〈
χ[t,1], ϕ

〉
∈ L1 since∫ 1

0

∣∣〈χ[t,1], ϕ
〉∣∣ dλ(t) =

∫ 1

0

∣∣∣∣∫ 1

0

χ[t,1](w)ϕ(w) dλ(w)

∣∣∣∣ dλ(t)

6
∫ 1

0

(∫ 1

t

|ϕ(w)| dλ(w)

)
dλ(t)

6
∫ 1

0

(∫ 1

0

|ϕ(w)| dλ(w)

)
dλ(t)

= ‖ϕ‖1 λ([0, 1]) < ∞,

because ϕ ∈ Lsk for some k ∈ N and so ϕ ∈ L1. Hence, by Proposition 2.2.4, the

variation of
〈
mVp− , ϕ

〉
is given by

∣∣〈mVp− , ϕ
〉∣∣(A) =

∫
A

∣∣〈χ[t,1], ϕ
〉∣∣ dλ(t), for A ∈ B([0, 1]). (4.17)
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One of the main objects of interest will be the space ofmVp−-integrable functions. Re-

call that a function f : [0, 1]→ C is mVp−-integrable if it is scalarly mVp−-integrable,

i.e., if it is integrable with respect to each scalar measure 〈mVp− , ϕ〉, for ϕ ∈
(
Lp−

)∗
,

and if, for each A ∈ B([0, 1]), there exists an element
∫
A
f dmVp− ∈ Lp− satisfying〈∫

A

f dmVp− , ϕ

〉
=

∫
A

f d
〈
mVp− , ϕ

〉
,

for all ϕ ∈
(
Lp−

)∗
. De�ne

h(t) := χ[t,1], for t ∈ [0, 1], (4.18)

and observe that h(t) ∈ sim
(
B([0, 1])

)
⊆ Lp−, for each t ∈ [0, 1]. Then (4.16)

becomes 〈
mVp−(A), ϕ

〉
=

∫
A

〈
h(t), ϕ

〉
dλ(t), for A ∈ B([0, 1]).

Moreover,

h(t)(w) = χ[t,1](w) = χ[0,w](t),

for all t, w ∈ [0, 1]. Taking a closer look at the previous equations we derive, for

ϕ ∈
(
Lp−

)∗
, f ∈ L1(mVp−) and A ∈ B([0, 1]), after noting that also |f | ∈ L1(mVp−)

and |ϕ| ∈
(
Lp−

)∗
, that∫

A

|f | d
〈
mVp− , |ϕ|

〉
(4.16)
=

∫
A

|f(t)|
〈
χ[t,1], |ϕ|

〉
dλ(t)

=

∫ 1

0

χA(t) |f(t)|
(∫ 1

0

χ[t,1](w) |ϕ(w)| dλ(w)

)
dλ(t)

=

∫ 1

0

χA(t) |f(t)|
(∫ 1

0

χ[0,w](t) |ϕ(w)| dλ(w)

)
dλ(t)

=

∫ 1

0

(∫ 1

0

χA(t) |f(t)|χ[0,w](t) dλ(t)

)
|ϕ(w)| dλ(w). (4.19)

De�ne the function

gA,f (w) :=

∫
A

f(t)h(t)(w) dλ(t) =

∫ w

0

χA(t) f(t) dλ(t), for w ∈ [0, 1].

We need to prove that gA,f ∈ Lp−. Since |gA,f | 6 gA,|f |, with |f | ∈ L1(mVp−), it

su�ces to show that gA,|f | ∈ Lp−. Fix k ∈ N and let ϕ ∈ Lsk ⊆
(
Lp−

)∗
with

98



1
rk

+ 1
sk

= 1. Then also |ϕ| ∈ Lsk and the measure
〈
mVp− , |ϕ|

〉
> 0 is given by

〈
mVp− , |ϕ|

〉
(A) =

∫
A

〈
χ[t,1], |ϕ|

〉
dλ(t), for A ∈ B([0, 1]);

see (4.16). By (4.19) we have∫ 1

0

gA,|f |(w) |ϕ(w)| dλ(w) =

∫
A

|f | d
〈
mVp− , |ϕ|

〉
<∞. (4.20)

Since Lsk is a re�exive Banach space and (4.20) holds for all ϕ ∈ Lsk , it follows that
gA,|f | ∈ Lrk . But, this is valid for all k ∈ N and so gA,|f | ∈ Lp−, as was to be proved.

Hence, the inde�nite integral of f ∈ L1(mVp−) over A ∈ B([0, 1]) can be expressed

by ∫
A

f dmVp− =

∫
A

fχ[0,·] dλ =

∫
A

f(t)h(t)(·) dλ (4.21)

and the set function mVp−,f : B([0, 1])→ Lp− associated with the inde�nite integral

is given by

mVp−,f (A) :=

∫
A

f dmVp− =

∫
A

f(t)h(t)(·) dλ.

By the Orlicz-Pettis Theorem 2.1.3 it is again a vector measure.

Before we begin examining the space L1(mVp−) let us state here some conclusions we

can draw immediately from the properties of Lp− and of the operator Vp−. Propo-

sition 3.2.2 ensures that each f ∈ Lp− is mVp−-integrable, i.e., that

Lp− ⊆ L1(mVp−),

and that, for each f ∈ Lp−, the equation

Vp−(fχA) =

∫
A

f(t)h(t)(·) dλ =

∫
A

f dmVp− , for A ∈ B([0, 1]),

holds. Furthermore, since Vp− is injective (by Proposition 4.2.2), we can conclude

by Corollary 3.2.1 that Vp− is λ-determined which, on the other hand, implies that

the λ-null functions and the mVp−-null functions coincide, i.e., that

N (λ) = N (mVp−),

and according to Lemma 3.2.2 the same is true for the null sets, i.e.,

N0(λ) = N0(mVp−).
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Moreover, Theorem 3.3.1 yields that L1(mVp−) is the optimal domain of the operator

Vp− and the optimal extension of Vp− is the integration operator ImVp− : L1(mVp−)→
Lp− given by

ImVp− (f) :=

∫ 1

0

f dmVp−
(4.21)
=

∫ 1

0

f(t)h(t)(·) dλ. (4.22)

Another important property of the space Lp− is that it is re�exive which ensures that

each scalarly mVp−-integrable function f ∈ L1
w(mVp−) is already mVp−-integrable,

meaning that L1(mVp−) = L1
w(mVp−).

In the forthcoming investigations we want to �nd answers to the following two

questions: Is the inclusion Lp− ⊆ L1(mVp−) proper? Is it possible to characterize

the space L1(mVp−)? From the above discussion we see that f ∈ L1(mVp−) if and

only if the function w 7→
∫
A
f(t)χ[t,1](w) dλ(t), for w ∈ [0, 1], belongs to Lp− for

every A ∈ B([0, 1]).

Although it is not a characterization of L1(mVp−), the following result exhibits an-

other space of functions which is contained in L1(mVp−).

Proposition 4.2.3

Fix p ∈ (1,∞). Let f : [0, 1]→ [0,∞) be a function which is Lebesgue integrable over

[0, w], for each w ∈ [0, 1), and such that the function Ff : [0, 1)→ R de�ned by

Ff (w) :=

∫ w

0

f(t) dλ(t)

is an element of Lp−. Then f is mVp−-integrable.

Proof:

Let f be as in the statement of the proposition. To show the mVp−-integrability

of f let {sn}n∈N ⊆ sim
(
B([0, 1])

)
be any sequence of B([0, 1])-simple functions satis-

fying 0 6 sn ↑n f pointwise on [0, 1]. Fix A ∈ B([0, 1]). Then also 0 6 snχA ↑n fχA
pointwise on [0, 1]. Furthermore, since f is Lebesgue integrable over [0, w], for each

w ∈ [0, 1), the same is true for fχA and, as Ff ∈ Lp−, with Lp− a Fréchet function

space, the function Ff,A : [0, 1)→ R de�ned by

Ff,A(w) :=

∫ w

0

f(t)χA(t) dλ(t)

is an element of Lp− ⊆ L1(mVp−) as well as it satis�es Ff,A 6 Ff pointwise λ-a.e..

Moreover, from (4.16) and the de�nition of the integral it follows that
∫
A
sn dmVp−
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is the function∫
A

sn dmVp− : w 7→
∫ w

0

sn(t)χA(t) dλ(t), for w ∈ [0, 1).

The calculation (4.19) reveals that
∫
A
Ff dmVp− is the function∫

A

Ff dmVp− : w 7→
∫ w

0

f(t)χA(t) dλ(t) = Ff,A(w), for w ∈ [0, 1).

By applying the Monotone Convergence Theorem 2.2.1 on [0, w] for each �xed 0 6

w < 1 we obtain that

lim
n→∞

∫ w

0

sn(t)χA(t) dλ(t) = Ff,A(w). (4.23)

But, as Lp− has a σ-Lebesgue topology and since (4.23) is equivalent to
(
Ff,A −∫

A
sn dmVp−

)
↓n 0 pointwise, the sequence

{∫
A
sn dmVp−

}
n∈N ⊆ Lp− converges to

Ff,A in the topology of Lp−. It follows from Proposition 2.4.1 that f is then mVp−-

integrable. �

A full characterization of the space L1(mVp−) will be given later in Lemma 4.2.3.

However, the �rst question concerning the inclusion Lp− ⊆ L1(mVp−) can be an-

swered without a major e�ort.

Proposition 4.2.4

Let f ∈ L1. Then f is mVp−-integrable.

Proof:

Let f ∈ L1. Then,

‖f‖1 =

∫ 1

0

|f(t)| dλ(t) <∞.

Fix k ∈ N and choose an arbitrary A ∈ B([0, 1]). Then,

qk

(∫
A

f(t)h(t)(·) dλ
)

=

(∫ 1

0

∣∣∣∣∫ w

0

f(t)χA(t) dλ(t)

∣∣∣∣rk dλ(w)

)1/rk

6

(∫ 1

0

(∫ w

0

|f(t)|χA(t) dλ(t)

)rk
dλ(w)

)1/rk

6

(∫ 1

0

(∫ 1

0

|f(t)| dλ(t)

)rk
dλ(w)

)1/rk

=

(∫ 1

0

‖f‖rk1 dλ

)1/rk
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= ‖f‖1 λ([0, 1])1/rk︸ ︷︷ ︸
=1

= ‖f‖1 < ∞,

meaning that
∫
A
f(t)h(t)(·) dλ ∈ Lp−. As A ∈ B([0, 1]) was chosen arbitrarily,

qk
(
mVp−

)
(f) = sup

{
qk

(∫
A

f(t)h(t)(·) dλ
)

: A ∈ B([0, 1])

}
6 ‖f‖1 <∞.

This is true for all k ∈ N implying that f is mVp−-integrable, i.e., f ∈ L1(mVp−).

�

From (2.7) and Proposition 4.2.4 we can deduce the following chain of inclusions

Lp− $ L1 ⊆ L1(mVp−)

where the �rst inclusion is indeed proper. To see this, consider the function f :

(0, 1]→ C de�ned by

f(w) := w−1/r, for w ∈ (0, 1],

where r > 1 is an element of the sequence {rk}k∈N ⊆ R satisfying 1 6 rk ↑k p and

Lp− =
⋂
k∈N L

rk . Then f ∈ L1, since

∫ 1

0

∣∣w−1/r
∣∣ dλ(w) =

[
1

1− 1
r

w1−(1/r)

]1

0

=
[
sw1/s

]1
0

= s,

where s is the conjugate exponent of r. However, f /∈ Lp− as f /∈ Lr because∫ 1

0

|w−1/r|r dλ(w) =

∫ 1

0

w−1 dλ(w) = lim
ε→0

(
ln(1)− ln(ε)

)
=∞.

Hence, Lp− $ L1. The question arises whether the inclusion L1 ⊆ L1(mVp−) is

proper as well. To answer this question let us prove some further lemmas.

De�ne the Lp−-valued function gp− : [0, 1]→ Lp− by

gp−(t) := χ[t,1]. (4.24)

Of course, this is the function h in (4.18) but now we need to examine the dependence

of this function on p. Due to its �nice� properties the function gp− will play a major

role in the forthcoming investigations.
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Lemma 4.2.1

For each p ∈ (1,∞), the function gp− as de�ned in (4.24) is Bochner λ-integrable.

Proof:

Let s, t ∈ [0, 1] be any pair of distinct real numbers. Without loss of generality,

assume that s < t. For each k ∈ N we thereby obtain that

qk
(
gp−(s)− gp−(t)

)
= qk

(
χ[s,1] − χ[t,1]

)
= qk

(
χ[s,t]

)
=

(∫ 1

0

|χ[s,t]|rk dλ
)1/rk

= λ
(
[s, t]

)1/rk = |t− s|1/rk ,

which shows that gp− is a continuous function.

As [0, 1] is compact and gp− is continuous, it follows that gp−([0, 1]) is compact

in the Fréchet space Lp− meaning that gp− is a compact metric space and thus, is

separable, [22, pp. 18�19]. Since gp−([0, 1]) is a Suslin space we can make use of [34,

pp. 67�68] to conclude that gp− is strongly λ-measurable.

Furthermore, we have for each k ∈ N

qk
(
gp−(t)

)
= qk

(
χ[t,1]

)
=

(∫ 1

0

|χ[t,1]|rkdλ
)1/rk

= λ([t, 1])1/rk = (1− t)1/rk (4.25)

and therefore obtain that∫ 1

0

qk
(
gp−(t)

)
dλ(t)

(4.25)
=

∫ 1

0

(1− t)1/rk dλ(t) =
rk

1 + rk
<∞. (4.26)

Thus, gp− is Bochner λ-integrable. �

It turns out that the Bochner λ-integral of gp− coincides with mVp− , since for any

�xed A ∈ B([0, 1]) we have

(B)−
∫
A

gp−(t) dλ(t) = (B)−
∫
A

χ[t,1] dλ(t)

and so, for ϕ ∈
(
Lp−

)∗
,〈

(B)−
∫
A

gp−(t) dλ(t), ϕ

〉
(2.36)
=

∫
A

〈
χ[t,1], ϕ

〉
dλ(t)

=

∫
A

(∫ 1

0

χ[t,1](w)ϕ(w) dλ(w)

)
dλ(t)
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(4.16)
=

〈
mVp−(A), ϕ

〉
.

Since ϕ ∈
(
Lp−

)∗
is arbitrary, we can conclude that

(B)−
∫
A

gp−(t) dλ(t) = mVp−(A),

for all A ∈ B([0, 1]). This result gives a new insight into the theory of the vector

measure associated with the Volterra operator; it also gives the way to further

investigations. We recall from Section 2.4 that the inde�nite Bochner λ-integral

λgp− : B([0, 1])→ Lp− de�ned by

λgp−(A) := (B)−
∫
A

gp−(t) dλ(t), for A ∈ B([0, 1]),

is an Lp−-valued vector measure of �nite variation. Moreover, for each k ∈ N, the
variation |(λgp−)k| is given by

|(λgp−)k|(A) =

∫
A

qk
(
gp−(t)

)
dλ(t)

(4.25)
=

∫
A

(1− t)1/rk dλ(t),

for A ∈ B([0, 1]). We therefore have, for each k ∈ N, that the local-Banach-space-

valued vector measure (mVp−)k : B([0, 1])→ Lrk is given by

(mVp−)k(A) =

∫
A

grk(t) dλ(t), for A ∈ B([0, 1]), (4.27)

where again grk(t) := χ[t,1], for all t ∈ [0, 1], but this time considered as being an

Lrk-valued function. Its variation measure is given by

|(mVp−)k|(A) = |(λgp−)k|(A) =

∫
A

(1− t)1/rk dλ(t), for A ∈ B([0, 1]);

see [28, Section 5]. Further investigations concerning the vector measure (mVp−)k

and its variation also occur in [28]. As a consequence there is another interesting

space of integrable functions to investigate, namely⋂
k∈N

L1
(
|(mVp−)k|

)
=
⋂
k∈N

L1
(
(1− t)1/rk dλ(t)

)
.

Recall that the topology of this Fréchet space is generated by the increasing sequence

of semi-norms { ρk }k∈N where, for each k ∈ N,

ρk(f) :=

∫ 1

0

|f | d|(mVp−)k| =
∫ 1

0

|f(t)| (1− t)1/rk dλ(t) <∞, (4.28)
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for f ∈
⋂
k∈N L

1
(
|(mVp−)k|

)
; see Section 2.4.

In the forthcoming investigations we will make use of the following two lemmata.

For the Banach space setting of Lp they occur as Lemma 5.1 and Lemma 5.3 in [28].

Lemma 4.2.2

Let 1 < p < ∞ with gp− as de�ned in (4.24) and let f : [0, 1] → C be a measurable

function. Then the following assertions are equivalent:

(i) fgp− is Bochner λ-integrable as an Lp−-valued function.

(ii)
∫ 1

0
|f(t)| (1− t)1/rk dλ(t) <∞, for all k ∈ N.

(iii) f ∈
⋂
k∈N L

1
(
|(mVp−)k|

)
.

(iv) The function Ff given by

Ff (w) :=

∫ w

0

|f(t)| dλ(t)

is de�ned for λ-almost every w ∈ [0, 1] and, for each k ∈ N, the function Gf,k

given by

Gf,k(w) := (1− w)−1/skFf (w)

(where sk is the conjugate exponent of rk) is an element of L1.

Proof:

(i) ⇔ (ii) is clear as, for each k ∈ N, the following equality holds:

∫ 1

0

qk
(
(fgp−)(t)

)
dλ(t) =

∫ 1

0

(∫ 1

0

∣∣f(t) gp−(t)(w)
∣∣rk dλ(w)

)1/rk

dλ(t)

=

∫ 1

0

|f(t)|
(∫ 1

0

∣∣gp−(t)(w)
∣∣rk dλ(w)

)1/rk

dλ(t)

=

∫ 1

0

|f(t)| qk
(
gp−(t)

)
dλ(t)

(4.25)
=

∫ 1

0

|f(t)| (1− t)1/rk dλ(t).

So, the left-side is �nite for each k ∈ N (that is, fgp− is Bochner λ-integrable) if and

only if the right-side is �nite for each k ∈ N.

(ii) ⇔ (iii) results from the de�nition of the semi-norms in
⋂
k∈N L

1
(
|(mVp−)k|

)
.

For each k ∈ N, we have

ρk(f) =

∫ 1

0

|f | d|(mVp−)k|
(4.28)
=

∫ 1

0

|f(t)| (1− t)1/rk dλ(t).
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(iii) ⇔ (iv) To prove this equivalence �x an arbitrary k ∈ N and let sk be the

conjugate exponent of rk. Then
1
rk

= 1− 1
sk

and, for each t ∈ [0, 1], the equality

∫ 1

t

(1− w)−1/sk dλ(w) =

[
−
(

1− 1
sk

)−1

(1− w)1−1/sk

]1

t

= rk (1− t)1/rk (4.29)

holds. By applying Fubini's Theorem 2.2.3 we obtain that

rk

∫ 1

0

|f | d|(mVp−)k|
(4.28)
= rk

∫ 1

0

|f(t)| (1− t)1/rk dλ(t)

(4.29)
=

∫ 1

0

|f(t)|
(∫ 1

t

(1− w)−1/sk dλ(w)

)
dλ(t)

=

∫ 1

0

|f(t)|
(∫ 1

0

χ[t,1](w) (1− w)−1/sk dλ(w)

)
dλ(t)

=

∫ 1

0

|f(t)|
(∫ 1

0

χ[0,w](t) (1− w)−1/sk dλ(w)

)
dλ(t)

=

∫ 1

0

(1− w)−1/sk

(∫ 1

0

χ[0,w](t) |f(t)| dλ(t)

)
dλ(w)

=

∫ 1

0

(1− w)−1/sk

(∫ w

0

|f(t)| dλ(t)

)
dλ(w)

=

∫ 1

0

(1− w)−1/skFf (w) dλ(w)

=

∫ 1

0

Gf,k(w) dλ(w).

Hence,
∫ 1

0
|f | d|(mVp−)k| < ∞, for all k ∈ N (that is, f ∈

⋂
k∈N L

1
(
|(mVp−)k|

)
), if

and only if Gf,k ∈ L1, for all k ∈ N. �

Lemma 4.2.3

Let 1 < p < ∞ with gp− as de�ned in (4.24) and let f : [0, 1] → C be a measurable

function. Then the following assertions are equivalent:

(i) fgp− is Pettis λ-integrable as an Lp−-valued function.

(ii) f ∈ L1(mVp−).

(iii)
∫ 1

0
|f(t)|

∣∣〈gp−(t), ϕ
〉∣∣ dλ(t) <∞, for every ϕ ∈

(
Lp−

)∗
.

(iv) The function Ff as given in Lemma 4.2.2 is de�ned for λ-almost every w ∈ [0, 1]

and Ff ∈ Lp−.
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Proof:

(i) ⇔ (iii) follows from the re�exivity of Lp− and the equalities∫ 1

0

∣∣〈(fgp−)(t), ϕ
〉∣∣ dλ(t) =

∫ 1

0

∣∣f(t)
〈
gp−(t), ϕ

〉∣∣ dλ(t)

=

∫ 1

0

|f(t)|
∣∣〈gp−(t), ϕ

〉∣∣ dλ(t),

for each ϕ ∈
(
Lp−

)∗
.

(ii) ⇔ (iii) Using formula (4.16) the scalar measure
〈
mVp− , ϕ

〉
can, for each

ϕ ∈
(
Lp−

)∗
, be written as

〈
mVp− , ϕ

〉
(A)

(4.16)
=

∫
A

〈
χ[t,1], ϕ

〉
dλ(t) =

∫
A

〈
gp−(t), ϕ

〉
dλ(t),

for all A ∈ B([0, 1]). Furthermore, by (4.17), the variation of
〈
mVp− , ϕ

〉
is given by

∣∣〈mVp− , ϕ
〉∣∣(A) =

∫
A

∣∣〈gp−(t), ϕ
〉∣∣ dλ(t), for A ∈ B([0, 1]).

Since L1(mVp−) = L1
w(mVp−), it follows that f ∈ L1(mVp−) if and only if∫ 1

0

|f | d
∣∣〈mVp− , ϕ

〉∣∣ =

∫ 1

0

|f(t)|
∣∣〈gp−(t), ϕ

〉∣∣ dλ(t) <∞,

for every ϕ ∈
(
Lp−

)∗
. This is what was to be proved.

(iv) ⇒ (iii) Let Ff ∈ Lp−. Choose an arbitrary ϕ ∈
(
Lp−

)∗
, i.e., ϕ ∈ Lsk for at

least one k ∈ N where 1
sk

+ 1
rk

= 1 and 1 6 rk ↑k p. Then,∫ 1

0

|f(t)|
∣∣〈gp−(t), ϕ

〉∣∣ dλ(t)

=

∫ 1

0

|f(t)|
∣∣∣∣∫ 1

0

gp−(t)(w)ϕ(w) dλ(w)

∣∣∣∣ dλ(t)

6
∫ 1

0

|f(t)|
(∫ 1

0

χ[t,1](w) |ϕ(w)| dλ(w)

)
dλ(t)

=

∫ 1

0

|f(t)|
(∫ 1

0

χ[0,w](t) |ϕ(w)| dλ(w)

)
dλ(t)

=

∫ 1

0

(∫ 1

0

χ[0,w](t) |f(t)| dλ(t)

)
|ϕ(w)| dλ(w)

=

∫ 1

0

(∫ w

0

|f(t)| dλ(t)

)
|ϕ(w)| dλ(w)

=

∫ 1

0

Ff (w) |ϕ(w)| dλ(w) =
〈
Ff , |ϕ|

〉
6 qk(Ff )‖ϕ‖sk <∞.
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(iii) ⇒ (iv) Fix ϕ ∈
(
Lp−

)∗
. Then,∣∣∣∣∫ 1

0

|f(t)|
〈
gp−(t), ϕ

〉
dλ(t)

∣∣∣∣ 6 ∫ 1

0

|f(t)|
∣∣〈gp−(t), ϕ

〉∣∣ dλ(t) <∞.

But,

∣∣〈Ff , ϕ〉∣∣ =

∣∣∣∣∫ 1

0

Ff (w)ϕ(w) dλ(w)

∣∣∣∣
6

∫ 1

0

(∫ w

0

|f(t)| dλ(t)

)
|ϕ(w)| dλ(w)

=

∫ 1

0

(∫ 1

0

χ[0,w](t) |f(t)| dλ(t)

)
|ϕ(w)| dλ(w)

=

∫ 1

0

(∫ 1

0

χ[t,1](w) |f(t)| dλ(t)

)
|ϕ(w)| dλ(w)

=

∫ 1

0

|f(t)|
(∫ 1

0

χ[t,1](w) |ϕ(w)| dλ(w)

)
dλ(t)

=

∫ 1

0

|f(t)|
〈
gp−(t), |ϕ|

〉
dλ(t) <∞

(by hypothesis) as ϕ ∈ Lsk for some k implies that also |ϕ| ∈ Lsk ⊆
(
Lp−

)∗
. So, we

have shown that |〈Ff , ϕ〉| <∞, for all ϕ ∈
(
Lp−

)∗
, meaning that Ff ∈ Lp−. �

Lemma 4.2.3 states some criteria that allow us to decide whether the inclusion

L1 ⊆ L1(mVp−) is proper or not.

Proposition 4.2.5

For each p ∈ (1,∞) the inclusion L1 ⊆ L1(mVp−) is proper.

Proof:

Consider the function f : [0, 1)→ C de�ned by

f(w) :=
1

(1− w)
, for w ∈ [0, 1),

which is evidently not an element of L1. The claim is that the function Ff : [0, 1)→
C de�ned by

Ff (w) :=

∫ w

0

1

1− t
dλ(t) = − ln(1− w)

is an element of Lp−. To see this, �x an arbitrary k ∈ N. Then, by substituting
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v := 1− w, we obtain∫ 1

0

∣∣Ff (w)
∣∣rk dλ(w) =

∫ 1

0

(
− ln(1− w)

)rk dλ(w)

=

∫ 1

0

(
− ln(v)

)rk dλ(v)

=

∫ 1

0

1
vα
vα
(
− ln(v)

)rk dλ(v)

where v−α ∈ L1 whenever 0 6 α < 1. Now, �x an arbitrary α ∈ (0, 1). Then it

su�ces to show that vα
(
− ln(v)

)rk ∈ L∞. Applying L'Hôpital's rule l times (l ∈ N)
we obtain

lim
v→0

vα
(
− ln(v)

)rk = lim
v→0

(
− ln(v)

)rk
v−α

= lim
v→0

rk
(
− ln(v)

)rk−1

α v−α
= . . .

= lim
v→0

rk(rk − 1) · · · (rk − (l − 1))
(
− ln(v)

)rk−l
αl v−α

.

Continue until (rk − l) < 0. Then,

lim
v→0

rk(rk − 1) · · · (rk − (l − 1))(− ln(v))rk−l

αl v−α
= 0,

and, hence, vα
(
− ln(v)

)rk ∈ L∞ as required. As k ∈ N was chosen arbitrarily,

− ln(1− w) ∈ Lp−. Lemma 4.2.3 now implies that f ∈ L1(mVp−). �

Thus, we obtain the chain of proper inclusions

Lp− $ L1 $ L1(mVp−).

There are still some further connections between various spaces of integrable func-

tions. According to (2.34) we know that⋂
k∈N

L1
(
|(mVp−)k|

)
⊆ L1(mVp−) ⊆

⋂
k∈N

L1
(
(mVp−)k

)
with all inclusions being continuous. The question arises whether both inclusions

involved are proper. The answer for the right-hand inclusion is no. Actually, it is

an equality.
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Proposition 4.2.6

For each p ∈ (1,∞) we have L1(mVp−) =
⋂
k∈N

L1
(
(mVp−)k

)
.

Proof:

It su�ces to show that
⋂
k∈N L

1
(
(mVp−)k

)
⊆ L1(mVp−). Recall, for each k ∈ N,

that the vector measure (mVp−)k : B([0, 1])→ Lrk is given by

(mVp−)k(A)
(4.27)
=

∫
A

grk(t) dλ(t), for A ∈ B([0, 1]),

where grk : [0, 1] → Lrk is de�ned by grk(t) := χ[t,1]. Fix k ∈ N. In Lemma 5.3 of

[28] it was shown that,

f ∈ L1
(
(mVp−)k

)
⇔

∫ 1

0

|f(t)|
∣∣〈grk(t), ϕ〉∣∣ dλ(t) <∞, for all ϕ ∈ Lsk , (4.30)

where sk is the conjugate exponent of rk.

Now, let f ∈
⋂
k∈N L

1
(
(mVp−)k

)
. Choose an arbitrary ϕ ∈

(
Lp−

)∗
. Then ϕ ∈ Lsk

for some k ∈ N. It follows from (4.30) that∫ 1

0

|f(t)|
∣∣〈grk(t), ϕ〉∣∣ dλ(t) <∞.

Since gp−(t) = grk(t)|Lp− , for each t ∈ [0, 1], it follows that∫ 1

0

|f(t)|
∣∣〈gp−(t), ϕ

〉∣∣ dλ(t) <∞.

As ϕ was chosen arbitrarily this is true for all ϕ ∈
(
Lp−

)∗
and so Lemma 4.2.3

implies that f ∈ L1(mVp−). �

What about the inclusion ⋂
k∈N

L1
(
|(mVp−)k|

)
⊆ L1(mVp−)? (4.31)

In [28, Section 4] it was shown that in the case of the Volterra operator Vr being

de�ned on the space Lr, for 1 6 r 6∞, the inclusion becomes an equality whenever

r = 1 or r =∞, i.e.,

L1(|mV1|) = L1(mV1) resp. L1(|mV∞|) = L1(mV∞).
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However, if 1 < r <∞, then

L1(|mVr |) $ L1(mVr).

Indeed, the function fr : [0, 1)→ C de�ned by

fr(t) :=
(1− ln(1− t))− r

r(1− t)1+(1/r)(1− ln(1− t))2
· χ(c,1),

where c := 1 − exp(1 − r), belongs to L1(mVr) but not to L1(|mVr |), [26, pp. 125�
127]. The attempt to construct a similar function, which could verify that the

inclusion (4.31) is proper as well, ended without success. So, the question whether

the inclusion is indeed proper or reduces to an equality is still open.

A last problem that is worth to be solved concerns the properties of the integration

operator

ImVp− : L1(mVp−)→ Lp−,

more precisely, the compactness of ImVp− . Recall, forX, Y being Fréchet spaces, that

a continuous linear map T : X → Y is called compact if there is a neighbourhood

U of zero in X such that the closure of its range T (U) is compact in Y . Since

this de�nition may not always be the best one to check compactness of a given

integration operator Im : L1(m)→ X associated with a Fréchet-space-valued vector

measure m : Σ → X, [24] provides alternative characterizations of compactness of

Im. In the case of ImVp− , the following theorem turns out to be quite helpful, [24, p.

211 & p. 220].

Theorem 4.2.1

Let X be a Fréchet space and m : Σ → X be a vector measure. The integration

operator Im : L1(m) → X is compact if and only if there exists an index l ∈ N such

that Imk : L1(mk)→ Xk is compact and L1(mk) = L1(ml), for every k > l. �

Having this theorem and the results established in [28] available the question con-

cerning the compactness of the integration operator ImVp− is answered immediately.

To show that ImVp− : L1(mVp−)→ Lp− is compact we needed to prove the existence

of an index l ∈ N such that ImVrk
: L1(mVrk

)→ Lrk is compact, for all k > l. How-

ever, the investigations in [28, Proposition 5.5] revealed that none of the integration

operators ImVr : L1(mVr)→ Lr, for 1 < r <∞, is compact. Thus, the requirements

for the compactness of ImVp− as stated in Theorem 4.2.1 are not met and we can

draw the following conclusion.
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Proposition 4.2.7

For each p ∈ (1,∞) the integration operator ImVp− : L1(mVp−)→ Lp− is not compact.

�

4.3 The convolution operator

In this section we turn to integration on a certain class of topological groups. Let

(G,+) be an (additive) compact Abelian group and consider the �nite measure space(
G,B(G), µ

)
where µ is normalized Haar measure on G, i.e., µ(G) = 1, and B(G) is

the Borel σ-algebra of G. For p ∈ (1,∞) �xed, let Lp−(G) be the Fréchet function

space as de�ned in Example 2.3.1, this time de�ned on G instead of the interval

[0, 1]. That is, Lp−(G) =
⋂
k∈N L

rk(G) with 1 6 rk ↑k p, equipped with the norms

qk(f) :=

(∫
G

|f |rk dµ
)1/rk

= ‖f‖rk , for f ∈ Lp−(G),

for k ∈ N.

For g ∈ L1(G) �xed, de�ne on Lp−(G) the convolution operator Cp−
g : Lp−(G) →

Lp−(G) given by f 7→ Cp−
g (f) where

Cp−
g (f)(x) =

(
f ∗ g

)
(x) :=

∫
G

f(y) g(x− y) dµ(y), for µ-almost every x ∈ G.

(4.32)

Since for functions f ∈ Lrk(G), with k ∈ N, and g ∈ L1(G) the resulting function

f ∗ g is an element of Lrk(G) (see p. 50), it is clear that indeed Cp−
g (f) ∈ Lp−(G),

for all f ∈ Lp−(G). Note that the convolution operator is linear. It is continuous as

well as seen via the next result.

Proposition 4.3.1

For each 1 < p <∞ and g ∈ L1(G), the convolution operator Cp−
g : Lp−(G)→ Lp−(G)

is continuous.

Proof:

Let f ∈ Lp−(G). Then f ∈ Lrk(G), for all k ∈ N, and since g is an element of

L1(G), we obtain by applying (2.38) that

qk
(
Cp−
g (f)

)
= qk

(
f ∗ g

) (2.38)

6 qk(f) ‖g‖1︸︷︷︸
=:M

= M qk(f),

for all k ∈ N. Thus, Cp−
g is continuous. �
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We now take a closer look at the vector measure mCp−g
associated with the operator

Cp−
g , i.e., the vector measure mCp−g

: B(G)→ Lp−(G) de�ned by

mCp−g
(A) := Cp−

g (χA) = χA ∗ g, for A ∈ B(G).

Clearly,mCp−g
is �nitely additive. To see thatmCp−g

is a vector measure let {Aj}j∈N ⊆
B(G) be any sequence satisfying Aj ↓j ∅. For k ∈ N �xed, we obtain that

qk
(
mCp−g

(Aj)
)

= qk
(
χAj ∗ g

) (2.38)

6 qk
(
χAj
)
‖g‖1

=

(∫
G

|χAj |rk dµ
)1/rk

‖g‖1

= µ(Aj)
1/rk‖g‖1,

for all j ∈ N. But, µ being a measure, it follows that

0 6 lim
j→∞

qk
(
mCp−g

(Aj)
)
6 lim

j→∞
µ(Aj)

1/rk ‖g‖1 = 0

implying that mCp−g
is σ-additive.

For each g ∈ L1(G) de�ne the re�ected function g̃ ∈ L1(G) by g̃(x) := g(−x), for

all x ∈ G. Then we obtain, for each A ∈ B(G), that

Cp−
g (χA)(x) =

∫
G

χA(y) g(x− y) dµ(y) =

∫
A

g(x− y) dµ(y) =

∫
A

g̃(y − x) dµ(y),

for x ∈ G. For each ϕ ∈
(
Lp−(G)

)∗
=
⋃
k∈N L

sk(G) with 1
rk

+ 1
sk

= 1 (see Example

2.3.1 (i) with G in place of [0, 1]), we can deduce a formula for the scalar measure〈
mCp−g

, ϕ
〉

: B(G)→ C given by〈
mCp−g

, ϕ
〉
(A) :=

〈
mCp−g

(A), ϕ
〉
, for A ∈ B(G).

Namely, by applying Fubini's Theorem 2.2.3, the expression can also be written as〈
mCp−g

(A), ϕ
〉

=
〈
Cp−
g (χA), ϕ

〉
=

∫
G

Cp−
g (χA)(x)ϕ(x) dµ(x)

=

∫
G

(
χA ∗ g

)
(x)ϕ(x) dµ(x)

=

∫
G

(∫
G

χA(y) g(x− y) dµ(y)

)
ϕ(x) dµ(x)

=

∫
G

χA(y)

(∫
G

g(x− y)ϕ(x) dµ(x)

)
dµ(y)
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=

∫
A

(∫
G

g̃(y − x)ϕ(x) dµ(x)

)
dµ(y)

=

∫
A

(
g̃ ∗ ϕ

)
dµ, (4.33)

for each A ∈ B(G). Note that g̃ ∗ ϕ ∈ Lq(G) for at least one q ∈ (1,∞). This is

due to the fact that g̃ ∈ L1(G) and ϕ ∈
(
Lp−(G)

)∗
=
⋃
k∈N L

sk(G) implying that

ϕ ∈ Lq(G) for at least one q ∈ (1,∞).

Our main investigations will concentrate on the space L1(mCp−g
). Let the measurable

function f : G→ C be mCp−g
-integrable, i.e.,∫

G

|f | d
∣∣〈mCp−g

, ϕ
〉∣∣ <∞, for all ϕ ∈

(
Lp−(G)

)∗
,

and, for each A ∈ B(G), there exists an element
∫
A
f dmCp−g

∈ Lp−(G) satisfying〈∫
A

f dmCp−g
, ϕ

〉
=

∫
A

f d
〈
mCp−g

, ϕ
〉
, for ϕ ∈

(
Lp−(G)

)∗
.

Then, for each A ∈ B(G), we have via Fubini's Theorem 2.2.3 that∫
A

f d
〈
mCp−g

, ϕ
〉 (4.33)

=

∫
A

f(y)
(
g̃ ∗ ϕ

)
(y) dµ(y)

=

∫
A

f(y)

(∫
G

g̃(y − x)ϕ(x) dµ(x)

)
dµ(y)

=

∫
G

(fχA)(y)

(∫
G

g(x− y)ϕ(x) dµ(x)

)
dµ(y)

=

∫
G

(∫
G

(fχA)(y) g(x− y) dµ(y)

)
ϕ(x) dµ(x)

=

∫
G

(
(fχA) ∗ g

)
(x)ϕ(x) dµ(x)

=
〈
(fχA) ∗ g, ϕ

〉
,

where the last equality is only possible if (fχA) ∗ g ∈ Lp−(G). Hence, the inde�nite

integral of f ∈ L1(mCp−g
) over A ∈ B(G) is given by∫

A

f dmCp−g
= (fχA) ∗ g, for A ∈ B(G), (4.34)

provided that (fχA) ∗ g ∈ Lp−(G), for every A ∈ B(G). In this case, the vector

measure mCp−g ,f : B(G) → Lp−(G) associated with the inde�nite integral of f is
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given by

mCp−g ,f (A) :=

∫
A

f dmCp−g
= (fχA) ∗ g, for A ∈ B(G). (4.35)

In order to apply the theory of Chapter 3 we need to show that Cp−
g is µ-determined.

To prove this and some of the forthcoming assertions we will make use of the fact

that for each A ∈ B(G),

mCp−g
(A) ∈ Lp−(G) =

⋂
k∈N

Lrk(G) ⊆ Lrk(G), for all k ∈ N.

Hence, it makes sense to take the local-Banach-space-valued vector measures

(mCp−g
)k : Πk ◦mCp−g

: B(G)→ Lrk(G), for k ∈ N,

into account. For �xed k ∈ N, we thereby have

mCp−g
(A) = (mCp−g

)k(A) = χA ∗ g ∈ Lrk(G),

for all A ∈ B(G). Note, for each k ∈ N, that the vector measure (mCp−g
)k coincides

with the vector measure mC
rk
g

: B(G) → Lrk(G) as investigated in [25]. We follow

that notation and write

(mCp−g
)k(A) =: mC

rk
g

(A) = Crk
g (χA), for A ∈ B(G), (4.36)

where Crk
g : Lrk(G) → Lrk(G) is the Banach-space-valued operator of convolution

with g ∈ L1(G).

Proposition 4.3.2

For each 1 < p < ∞ and g ∈ L1(G)\{0}, the convolution operator Cp−
g : Lp−(G) →

Lp−(G) is µ-determined.

Proof:

We apply Lemma 3.2.2 which states that the operator Cp−
g is µ-determined if

and only if the mCp−g
-null sets and the µ-null sets coincide. We show at �rst that

N0(mCp−g
) ⊆ N0(µ) holds. Let A ∈ N0(mCp−g

), that is,

mCp−g
(B) = χB ∗ g = 0 ∈ Lp−(G),

for all B ∈ B(G) with B ⊆ A. Since Lp−(G) ⊆ Lr1(G), the discussion prior to this

proposition gives that

mC
r1
g

(B) = χB ∗ g = 0 ∈ Lr1(G),
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for all B ∈ B(G) with B ⊆ A, meaning that A ∈ N0(mC
r1
g

). But, by applying

Lemma 2.2 of [25] to the Banach-space-valued vector measure mC
r1
g
, we obtain that

A ∈ N0(µ). Hence, N0(mCp−g
) ⊆ N0(µ).

The inclusion N0(µ) ⊆ N0(mCp−g
) is an immediate consequence of Lemma 3.2.1.

Let A ∈ B(G) be any µ-null set. Then χB is a µ-null function, for all B ∈ B(G)

with B ⊆ A and, thus, by Lemma 3.2.1 also an mCp−g
-null function. But this means

that A is an mCp−g
-null set, i.e., N0(µ) ⊆ N0(mCp−g

). Thus, the µ-null sets and the

mCp−g
-null sets coincide and so, by Lemma 3.2.2, Cp−

g is µ-determined. �

According to the previous result, the µ-determinedness of Cp−
g implies that the µ-null

functions and the mCp−g
-null functions coincide, i.e., that

N (µ) = N (mCp−g
),

and the same is true for the null sets, i.e.,

N0(µ) = N0(mCp−g
).

By applying the theory of Chapter 3 we can derive some additional facts aboutmCp−g

and L1(mCp−g
). Proposition 3.2.2 yields that each f ∈ Lp−(G) is mCp−g

-integrable,

i.e.,

Lp−(G) ⊆ L1(mCp−g
),

and so, for each f ∈ Lp−(G), the equation

Cp−
g (fχA) =

(
fχA

)
∗ g (4.34)

=

∫
A

f dmCp−g
, for A ∈ B(G),

holds. Furthermore, Theorem 3.3.1 ensures that L1(mCp−g
) is the optimal domain

of Cp−
g and its optimal extension is the integration operator Im

C
p−
g

: L1(mCp−g
) →

Lp−(G) given by

Im
C
p−
g

(f) :=

∫
G

f dmCp−g
= f ∗ g, for f ∈ L1(mCp−g

).

Moreover, since Lp−(G) is re�exive, L1(mCp−g
) = L1

w(mCp−g
).

This allows us to study further the space L1(mCp−g
). Let us �rst establish the

following two statements.

Lemma 4.3.1

Let 1 < p <∞ and g ∈ L1(G). Then, L1(mCp−g
) ⊆ L1(G).
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Proof:

Let f be an mCp−g
-integrable function. Since Lp−(G) is re�exive, f ∈ L1(mCp−g

)

is equivalent to f ∈ L1
w(mCp−g

) meaning that∫
G

|f | d
∣∣〈mCp−g

, ϕ
〉∣∣ <∞, for all ϕ ∈

(
Lp−(G)

)∗
,

where
(
Lp−(G)

)∗
=
⋃
k∈N L

sk(G) with 1
rk

+ 1
sk

= 1 and 1 6 rk ↑k p. In particular,

for any �xed k ∈ N we have∫
G

|f | d
∣∣〈mCp−g

, ϕ
〉∣∣ <∞, for all ϕ ∈ Lsk(G). (4.37)

On the other hand, as discussed prior to Proposition 4.3.2,

mCp−g
(A) = mC

rk
g

(A) = χA ∗ g ∈ Lp−(G) ⊆ Lrk(G),

for all A ∈ B(G), and thus, 〈
mCp−g

, ϕ
〉

=
〈
mC

rk
g
, ϕ
〉

as scalar measures. Hence, (4.37) shows that∫
G

|f | d
∣∣〈mC

rk
g
, ϕ
〉∣∣ <∞, for all ϕ ∈ Lsk(G) =

(
Lrk(G)

)∗
,

meaning that f ∈ L1
w(mC

rk
g

) and since Lrk(G) is re�exive, f ∈ L1(mC
rk
g

). By

Theorem 1.1 (v) in [25] it is known that L1(mC
rk
g

) ⊆ L1(G). Hence, f ∈ L1(G) and

the assertion of this lemma holds. �

Lemma 4.3.2

Let 1 < p < ∞, g ∈ L1(G) and f ∈ L1(mCp−g
). Then (fχA) ∗ g ∈ Lp−(G), for all

A ∈ B(G).

Proof:

Let f ∈ L1(mCp−g
). In the proof of Lemma 4.3.1 it was shown that necessarily

f ∈ L1(mC
rk
g

), for all k ∈ N. For any �xed k ∈ N, Theorem 1.1 (vi) of [25] implies

that (fχA) ∗ g ∈ Lrk(G). But, as k ∈ N was chosen arbitrarily it follows that

(fχA) ∗ g ∈ Lrk(G), for all k ∈ N, and consequently (fχA) ∗ g ∈ Lp−(G). �

The previous thoughts give an idea for characterizing the space L1(mCp−g
). Indeed,

whenever g > 0, we obtain the following result.
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Proposition 4.3.3

Let 1 < p <∞ and let g ∈ L1(G)\{0} satisfy g > 0. Then,

L1(mCp−g
) =

{
f ∈ L1(G) : (fχA) ∗ g ∈ Lp−(G), for all A ∈ B(G)

}
.

Proof:

Let f ∈ L1(mCp−g
). Then f ∈ L1(G) by Lemma 4.3.1. Moreover, Lemma 4.3.2

yields that (fχA) ∗ g ∈ Lp−(G), for all A ∈ B(G). Hence,

L1(mCp−g
) ⊆

{
f ∈ L1(G) : (fχA) ∗ g ∈ Lp−(G), for all A ∈ B(G)

}
.

Conversely, let f ∈ L1(G) satisfy (fχA) ∗ g ∈ Lp−(G), for all A ∈ B(G). Fix

k ∈ N. Since Lp−(G) ⊆ Lrk(G) it follows that

(fχA) ∗ g ∈ Lrk(G), for all A ∈ B(G).

By Proposition 3.2 of [25] we can conclude that f ∈ L1(mC
rk
g

) for the Banach-space-

valued vector measure mC
rk
g

: B(G)→ Lrk(G). Then f ∈ L1
w(mC

rk
g

) and so,∫
G

|f | d
∣∣〈mC

rk
g
, ϕ
〉∣∣ <∞, for all ϕ ∈

(
Lrk(G)

)∗
= Lsk(G).

However, as noted prior to Proposition 4.3.2,

mCp−g
(A) = mC

rk
g

(A) = Crk
g (χA) = χA ∗ g, for A ∈ B(G).

Hence, ∫
G

|f | d
∣∣〈mCp−g

, ϕ
〉∣∣ <∞, for all ϕ ∈ Lsk(G). (4.38)

But, k ∈ N was arbitrary, so (4.38) holds for all k ∈ N and since
(
Lp−(G)

)∗
=⋃

k∈N L
sk(G), it follows that∫

G

|f | d
∣∣〈mCp−g

, ϕ
〉∣∣ <∞, for all ϕ ∈

(
Lp−(G)

)∗
,

that is, f ∈ L1
w(mCp−g

) and since Lp−(G) is re�exive, f ∈ L1(mCp−g
). �

Remark 4.3.1

Observe that the �rst part of the proof of Proposition 4.3.3 did not use the condition

g > 0 and so the inclusion

L1(mCp−g
) ⊆

{
f ∈ L1(G) : (fχA) ∗ g ∈ Lp−(G), for all A ∈ B(G)

}
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holds for any C-valued function g ∈ L1(G).

In contrast to the investigations above, we now change the conditions on g. From

now on g will always be an element of the smaller space Lp−(G) ⊆ L1(G). Propo-

sition 4.3.3 gave a characterization of the space L1(mCp−g
) for g ∈ L1(G) satisfying

g > 0; the question now is whether a characterization of L1(mCp−g
) is also possible

for g ∈ Lp−(G), but without assuming g > 0?

So, let g ∈ Lp−(G). De�ne, for y ∈ G �xed, the translation operator τy : Lp−(G) →
Lp−(G) by

τy(g) := g(· − y). (4.39)

The fact that the Haar measure µ is translation invariant ensures that the translation

operator τy is continuous on Lp−(G). To see this, choose an arbitrary function

g ∈ Lp−(G). Then, for each k ∈ N, we obtain that

qk
(
τy(g)

)
=

(∫
G

∣∣τy(g)
∣∣rk dµ)1/rk

=

(∫
G

|g(x− y)|rk dµ(x)

)1/rk

=

(∫
G

|g(x)|rk dµ(x)

)1/rk

= qk(g). (4.40)

This shows that τy(g) ∈ Lp−(G), for each y ∈ G, and that the operators
{
τy
∣∣ y ∈ G}

are all continuous on Lp−(G).

Fix g ∈ Lp−(G). Associated with τy de�ne the L
p−(G)-valued function F p−

g : G →
Lp−(G) by

F p−
g (y) := τy(g) = g(· − y), for y ∈ G. (4.41)

The function F p−
g will serve us well in the following investigations. This is due to

its special properties, two of which we state here.

Proposition 4.3.4

For each 1 < p < ∞ and g ∈ Lp−(G), the function F p−
g as de�ned in (4.41) is

continuous.

Proof:

Fix k ∈ N and note that g ∈ Lrk(G). Hence, by the uniform continuity of

the function F rk
g : G → Lrk(G), [30, p. 3], for any given ε > 0 there exists a
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neighbourhood Vk of zero in G such that

qk
(
F p−
g (w)− F p−

g (y)
)

= qk
(
τw(g)− τy(g)

)
< ε

whenever w − y ∈ Vk. �

Proposition 4.3.5

For each 1 < p <∞ and g ∈ Lp−(G), the function F p−
g as de�ned in (4.41) is Bochner

µ-integrable.

Proof:

Let g ∈ Lp−(G). Since F p−
g is continuous and G is compact, F p−

g (G) is compact

in the Fréchet space Lp−(G) meaning that F p−
g (G) is a compact metric space and

thus, is separable, [22, pp. 18�19]. Hence, F p−
g (G) is a Suslin space and it follows

from [34, pp. 67�68] that F p−
g is strongly µ-measurable.

Moreover, we have for each k ∈ N

qk
(
F p−
g (y)

) (4.41)
= qk

(
τy(g)

) (4.40)
= qk(g), for all y ∈ G, (4.42)

and thus, ∫
G

qk
(
F p−
g (y)

)
dµ

(4.42)
=

∫
G

qk(g) dµ = qk(g)µ(G) <∞.

Hence, F p−
g is Bochner µ-integrable. �

For the following proposition and main result of this section we take a second time

a closer look at the local-Banach-space-valued vector measures (mCp−g
)k : B(G) →

Lrk(G), for k ∈ N, given by

mC
rk
g

(A)
(4.36)
= (mCp−g

)k(A) =

∫
A

g(x− y) dµ(x) =

∫
A

τy(g)(x) dµ(x)

where τy(g) := g(· − y) is again the translation operator, this time having Lrk(G) as

domain and codomain. It follows from Lemma 2.3 (ii) of [25], for each k ∈ N, that
the variation measure |mC

rk
g
| = |(mCp−g

)k| : B(G)→ [0,∞] of mC
rk
g

is given by

|mC
rk
g
|(A) = |(mCp−g

)k|(A) =

∫
A

∥∥F rk
g (y)

∥∥
rk
dµ = ‖g‖rkµ(A), for A ∈ B(G),

(4.43)

where F rk
g is de�ned as in (4.41) this time, however, considered as an Lrk(G)-valued

function. Note that each F rk
g is Bochner µ-integrable as well, [25, p. 532].

Now we can prove the main result of this section; it states six equivalent assertions
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that hold whenever g is an element of Lp−(G)\{0}.

Proposition 4.3.6

For 1 < p < ∞ and a non-zero function g ∈ L1(G) the following assertions are

equivalent:

(i) g ∈ Lp−(G).

(ii) mCp−g
is of �nite variation.

(iii)
⋂
k∈N L

1
(
|(mCp−g

)k|
)

= L1(G).

(iv) L1(mCp−g
) = L1(G).

(v)
⋂
k∈N L

1
(
|(mCp−g

)k|
)

= L1(mCp−g
).

(vi) mCp−g
has an Lp−(G)-valued Bochner density F p−

g .

Proof:

(i) ⇔ (ii) Assume that g ∈ Lp−(G), meaning that g ∈ Lrk(G), for all k ∈ N.
According to [25, Theorem 1.2] each of the vector measures mC

rk
g

= (mCp−g
)k :

B(G)→ Lrk(G), where k ∈ N, has �nite variation and thus, mCp−g
: B(G)→ Lp−(G)

is of �nite variation as well.

Conversely, let mCp−g
be of �nite variation. By de�nition this means that each

of the vector measures (mCp−g
)k = mC

rk
g

: B(G) → Lrk(G), for k ∈ N, has �nite

variation. But, for k ∈ N �xed, this is by [25, Theorem 1.2] equivalent to the

requirement that g ∈ Lrk(G). As this is true for all k ∈ N it follows that g ∈ Lp−(G).

(i) ⇒ (iii) Let g ∈ Lp−(G). Then g ∈ Lrk(G), for all k ∈ N. Theorem 1.2 of [25]

(see (i) ⇔ (vi)) yields then that⋂
k∈N

L1
(
|(mCp−g

)k|
)

=
⋂
k∈N

L1
(
|mC

rk
g
|
)

= L1(G).

(iii) ⇒ (iv) It follows from (2.34) and (iii) that

L1(G) =
⋂
k∈N

L1
(
|(mCp−g

)k|
)
⊆ L1(mCp−g

) (4.44)

and from Lemma 4.3.1 that

L1(mCp−g
) ⊆ L1(G). (4.45)

It is then clear that (iv) holds.
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(iii) ⇒ (v) follows immediately from (4.44) and (4.45).

(iv) ⇒ (i) Let L1(mCp−g
) = L1(G) be true. By Remark 4.3.1 we then know that

L1(G) = L1(mCp−g
) ⊆ {f ∈ L1(G) : (fχA)∗g ∈ Lp−(G), for all A ∈ B(G)} ⊆ L1(G).

Consequently, for any f ∈ L1(G), the function f ∗ g is an element of Lp−(G) =⋂
k∈N L

rk(G). So, for k ∈ N �xed, f ∗g ∈ Lrk(G), for all f ∈ L1(G), yields according

to [15, Lemma 35.11] that g ∈ Lrk(G). As this is true for all k ∈ N we obtain that

g ∈ Lrk(G), for all k ∈ N, and thus, g ∈ Lp−(G).

(v) ⇒ (i) Assume that ⋂
k∈N

L1
(
|(mCp−g

)k|
)

= L1(mCp−g
)

holds. Making use of Proposition 3.2.2 and the fact that Lp−(G) contains the B(G)-

simple functions, we obtain the following chain of inclusions:

sim
(
B(G)

)
⊆ Lp−(G) ⊆ L1(mCp−g

) =
⋂
k∈N

L1
(
|(mCp−g

)k|
)
.

But this means that χG ∈
⋂
k∈N L

1
(
|(mCp−g

)k|
)
. Furthermore, since ρk(χG) <∞, for

all k ∈ N, the equalities

ρk(χG) =

∫
G

|χG| d|(mCp−g
)k|

(4.43)
= ‖g‖rk µ(G)︸ ︷︷ ︸

=1

= qk(g)

imply that qk(g) <∞, for all k ∈ N, and hence, g ∈ Lp−(G).

(i) ⇒ (vi) It is known by Proposition 4.3.5 that F p−
g : G→ Lp−(G) as de�ned in

(4.41) is Bochner µ-integrable. Furthermore, for each A ∈ B(G), we obtain that

(B)−
∫
A

F p−
g (y) dµ(y) = χA ∗ g = mCp−g

(A).

This follows from [25, Lemma 2.3 (ii)] applied in each Banach space Lrk(G) to mC
rk
g
,

for k ∈ N, after noting that F p−
g can be interpreted as being Lrk(G)-valued, where

it is denoted in [25] by F rk
g .

(vi) ⇒ (ii) Let F p−
g : G → Lp−(G), as given in (4.41), be the Bochner density

of mCp−g
. Fix an arbitrary k ∈ N and consider the local-Banach-space-valued vector

measure (mCp−g
)k = mC

rk
g

: B(G) → Lrk(G). Then F p−
g : G → Lp−(G) ⊆ Lrk(G) is

the Bochner density of mC
rk
g
. It follows from [25, Lemma 2.3] that mC

rk
g

= (mCp−g
)k

has �nite variation. As this is true for all k ∈ N, the vector measure mCp−g
is by
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de�nition of �nite variation. �

From the results we have obtained in Proposition 4.3.6 we can deduce an additional

property of the integration operator

Im
C
p−
g

: L1(mCp−g
)→ Lp−(G),

namely the compactness of Im
C
p−
g

. For the proof we can fall back on Theorem 4.2.1

again.

Proposition 4.3.7

Let g ∈ L1(G) be a non-zero function. Then the following assertion is equivalent to the

assertions (i)�(vi) of Proposition 4.3.6:

(vii) The integration operator Im
C
p−
g

: L1(mCp−g
)→ Lp−(G) is compact.

Proof:

First, assume (i) of Proposition 4.3.6, i.e., g ∈ Lp−(G)\{0}. According to the

implication (i) ⇒ (iv) of Proposition 4.3.6 we have L1(mCp−g
) = L1(G). Let l ∈ N

be the smallest integer such that ql(g) > 0 yielding that g ∈ Lrl(G)\{0}. It follows
from Theorem 1.2 of [25] and the discussion prior to Proposition 4.3.2 that also

L1
(
(mCp−g

)l
)

= L1(mC
rl
g

) = L1(G) and hence,

L1(mCp−g
) = L1

(
(mCp−g

)l
)
.

Since the semi-norms {qk}k∈N are increasing in Lp−(G) we have qk(g) > ql(g) > 0,

for all k > l. The same argument as for l shows that

L1(mCp−g
) = L1

(
(mCp−g

)k
)
, for all k > l.

As for each k > l we have g ∈ Lrk(G)\{0}, Theorem 1.2 of [25] implies that the

integration map

I(m
C
p−
g

)k : L1
(
(mCp−g

)k
)
→ Lrk(G)

is compact, for all k > l. Hence, all assumptions of Theorem 4.2.1 are ful�lled for

mCp−g
: B(G)→ Lp−(G) and we can conclude from that result that

Im
C
p−
g

: L1(mCp−g
)→ Lp−(G)

is compact, i.e., (vii) holds.

Now assume Im
C
p−
g

: L1(mCp−g
) → Lp−(G) is compact. Choose l ∈ N as in
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Theorem 4.2.1. By that result

I(m
C
p−
g

)k : L1
(
(mCp−g

)k
)
→ Lrk(G)

is compact, for all k > l. Then [25, Theorem 1.2] yields that g ∈ Lrk(G), for all

k > l, and since Ls(G) ⊆ Lr(G) for s > r we obtain that

g ∈
⋂
k>l

Lrk(G) =
⋂
k∈N

Lrk(G) = Lp−(G),

that is, condition (i) of Proposition 4.3.6 holds. �
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Chapter 5

Conclusion

The results we have obtained in Chapter 3 revealed that the �optimal domain pro-

cess� works also for continuous linear operators T : X(µ)→ X de�ned on a Fréchet

function space X(µ) over a σ-�nite measure space (Ω,Σ, µ) and with values in a

Fréchet space X. Of course, as in the case of Banach function spaces, to obtain

that the optimal domain of T is L1(mT ) and its optimal extension is the integration

operator ImT it is necessary that the space X(µ) and the operator T ful�l certain

requirements. First of all, the de�nition of the set function mT : Σ→ X associated

with the operator T given by

mT (A) := T (χA), for A ∈ Σ,

expects the space X(µ) to contain the Σ-simple functions sim(Σ). Moreover, as

in the case of Banach function spaces where the σ-order continuity is essential we

cannot do without the σ-Lebesgue topology of X(µ) (which is the analogue to the

σ-order continuity of a Banach function space). It ensures that sim(Σ) is dense in

X(µ), as established in Lemma 2.3.2, and that the �nitely additive set function mT

becomes σ-additive and hence, a vector measure, as seen in Proposition 3.2.1. By

Proposition 3.2.2 and Proposition 3.2.3 we know that under these conditions X(µ)

is always contained in L1(mT ) and that the inclusion map jT : X(µ) → L1(mT )

is continuous. However, to make sure that X(µ) is continuously embedded into

L1(mT ) the inclusion map jT : X(µ)→ L1(mT ) needs to be injective; a property jT

has whenever the operator T is µ-determined (Proposition 3.2.4 and Lemma 3.2.2).

Having all these �ingredients� available it follows that the Fréchet function space

L1(mT ) is the largest amongst all Fréchet function spaces over (Ω,Σ, µ) having a

σ-Lebesgue topology into which X(µ) is continuously embedded and to which T

admits an X-valued continuous linear extension. Moreover, such an extension of T

is unique and is precisely the integration operator ImT : L1(mT ) → X (Theorem

3.3.1).
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Such a strong result as Theorem 3.3.1 calls for applications. The operators we

have chosen in Chapter 4 have received much attention when de�ned on a Banach

function space. Therefore it was challenging to �nd out how the results di�er when

the operators were de�ned on a Fréchet function space. Since the Fréchet function

spaces should contain the Σ-simple functions and have σ-Lebesgue topology the

choice fell on the spaces Lp−([0, 1]) resp. Lp−(G) and Lp
loc

(R) (see Example 2.3.1

and Example 2.3.2).

The �rst results concern the multiplication operator Mp−
g : Lp−([0, 1]) → Lp−([0, 1]),

for p ∈ (1,∞) and g ∈ Mp− �xed, which is indeed a continuous linear operator

(Proposition 4.1.1). Moreover, it is λ-determined (and thus, the theory of Chapter

3 is applicable) if and only if g 6= 0 λ-a.e. on [0, 1] (Proposition 4.1.2). It is then

known that the optimal domain of Mp−
g is L1(mMp−

g
) and its optimal extension is

Im
M
p−
g

. A characterization of L1(mMp−
g

) is given by

L1(mMp−
g

) =
{
f ∈ L0([0, 1]) : fg ∈ Lp−([0, 1])

}
(Proposition 4.1.3). The subsequent investigations showed that a major part of

the results in Subsection 4.1.1 depends on the function g. A remarkable connec-

tion between the vector measure mMp−
g

and the spectral measure P̃ : B([0, 1]) →
Ls
(
Lp−([0, 1])

)
given by P̃ (A) : f 7→ fχA, for A ∈ B([0, 1]) and f ∈ Lp−([0, 1]), how-

ever, allowed us to use the investigations in [1] to �nd a characterization of Mp−,

namely

Mp− =
⋂

16s<∞

Ls([0, 1]).

Moreover, the same characterization ofMp− makes it possible to decide for which

g ∈Mp− the optimal domain coincides with Lp−([0, 1]). This is done in Proposition

4.1.4 which states that

L1(mMp−
g

) = Lp−([0, 1]) if and only if 1
g
∈Mp−.

Finally, further studies on the vector measure mMp−
g

showed that the variation of

mMp−
g

is in�nite for every g ∈Mp−\{0} (Proposition 4.1.5).

The investigation of the multiplication operator Mp
g,loc : Lp

loc
(R) → Lp

loc
(R), where

p ∈ (1,∞) and g ∈ Mp
loc

is �xed, produced similar results. So, Mp
g,loc turns out

to be continuous (Proposition 4.1.6) and to be λ-determined if and only if g 6= 0

λ-a.e. on R. In that case, the theory of Chapter 3 implies that the optimal domain

of Mp
g,loc is L

1(mMp
g,loc

) and its optimal extension is the integral operator Im
M
p
g,loc

. A
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characterization of L1(mMp
g,loc

) is

L1(mMp
g,loc

) =
{
f ∈ L0(R) : fg ∈ Lploc(R)

}
(Proposition 4.1.7). Again, there is a connection between the investigations in [1]

concerning the spectral measure P̂ : B(R)→ Ls
(
Lp

loc
(R)
)
given by P̂ (A) : f 7→ fχA,

for each A ∈ B(R) and f ∈ Lp
loc

(R), and the spaceMp
loc
. Indeed, Proposition 4.1.8

identi�es the spaceMp
loc

as

Mp
loc

= L∞
loc

(R) = L1(P̂ ).

The question whether L1(mMp
g,loc

) is strictly larger than Lp
loc

(R) could not be an-

swered without taking a closer look at the function g. So, whenever 1
g
∈ L∞

loc
(R) the

spaces L1(mMp
g,loc

) and Lp
loc

(R) coincide, but as soon as 1
g
/∈ L∞

loc
(R) this needs not

to be the case and the inclusion Lp
loc

(R) ⊆ L1(mMp
g,loc

) may indeed be proper. A last

result on the vector measure mMp
g,loc

associated with the operator Mp
g,loc concerns its

variation. It is in�nite, for every g ∈Mp
loc
\{0} (Proposition 4.1.9). Note that in all

these investigations the case p = 1 has not been considered.

The study of the Volterra operator Vp− : Lp−([0, 1]) → Lp−([0, 1]), for p ∈ (1,∞),

revealed that many of the results obtained in Section 4.2 resemble those established

in [28]; there the Volterra operator Vr de�ned on the Banach function space L
r([0, 1]),

for 1 < r < ∞, was investigated. First of all, since Vp− is continuous (Proposition

4.2.1) and injective (Proposition 4.2.2), thus, by Corollary 3.2.1 also λ-determined,

we can apply the theory of Chapter 3 to conclude that L1(mVp−) is the optimal

domain of Vp− and its optimal extension the integral operator ImVp− . However, the

investigations should not only concentrate on the space L1(mVp−) but also include

the spaces
⋂
k∈N L

1
(
|(mVp−)k|

)
and

⋂
k∈N L

1
(
(mVp−)k

)
. With the aid of the function

gp− : [0, 1]→ Lp−([0, 1]) given by

gp−(t) := χ[t,1], for t ∈ [0, 1],

it is possible to give a full characterization of the spaces
⋂
k∈N L

1
(
|(mVp−)k|

)
and

L1(mVp−) (Lemma 4.2.2 and Lemma 4.2.3). In summary, concerning the connections

between the di�erent spaces, we have the following inclusions:

Lp−([0, 1]) $ L1([0, 1]) $ L1(mVp−),

yielding that the optimal domain of Vp− is indeed strictly larger than Lp−([0, 1])

(Proposition 4.2.4 and Proposition 4.2.5). Moreover, Proposition 4.2.6 established
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the equality

L1(mVp−) =
⋂
k∈N

L1
(
(mVp−)k

)
.

Still open, however, is the question whether the inclusion⋂
k∈N

L1
(
|(mVp−)k|

)
⊆ L1(mVp−)

is strict (which would be the respective result to the case of Vr de�ned on the

Banach function spaces Lr([0, 1]), where 1 < r < ∞) or reduces to an equality.

Further investigations took a closer look at the variation of mVp− and the properties

of the integration operator ImVp− . Since mVp− coincides with the Bochner λ-integral

of gp− (see the discussion following Lemma 4.2.1) its variation is �nite. And as in

the case of the Volterra operator Vr de�ned on the Banach function space Lr([0, 1]),

where 1 < r <∞, the integration operator ImVp− is not compact (Proposition 4.2.7).

Regarding the convolution operator Cp−
g : Lp−(G) → Lp−(G), where p ∈ (1,∞) and

G a compact Abelian group, we obtained a couple of results which keep on the whole

to the results established in [25]. Since Cp−
g is continuous (Proposition 4.3.1) and

µ-determined, for each g ∈ L1(G)\{0} (Proposition 4.3.2), it is clear from the theory

of Chapter 3 that the optimal domain of Cp−
g is L1(mCp−g

) and its optimal extension

is the integration operator Im
C
p−
g

. A �rst characterization of the space L1(mCp−g
)

shows that

L1(mCp−g
) =

{
f ∈ L1(G) : (fχA) ∗ g ∈ Lp−(G), for all A ∈ B(G)

}
,

whenever g ∈ L1(G)\{0} satis�es g > 0 (Proposition 4.3.3). A more interesting

result can be achieved when g is an element of the smaller space Lp−(G). By making

use of the continuous and Bochner µ-integrable function F p−
g : G → Lp−(G) given

by

F p−
g (y) := g(· − y), for y ∈ G

(Proposition 4.3.4 and Proposition 4.3.5), it is possible to establish seven equivalent

assertions which hold if and only if g ∈ Lp−(G)\{0} (Proposition 4.3.6 and Propo-

sition 4.3.7). Among others we obtain the equality L1(mCp−g
) = L1(G). Since mCp−g

coincides in that case with the Bochner µ-integral of F p−
g it follows that mCp−g

is of

�nite variation. And last but not least, the integration operator Im
C
p−
g

turns out to

be compact if and only if g ∈ Lp−(G).

Nevertheless, the operators investigated in Chapter 4 represent only a small part of

the applications that are possible with the results established in this thesis. Many
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more operators T de�ned on Fréchet function spaces (others than only Lp−([0, 1]),

Lp−(G) and Lp
loc

(R)) wait to be studied. Prospective investigations will not only

be interesting in view of the optimal domain L1(mT ) of those operators and the

question whether L1(mT ) is strictly larger than the original domain, but also in

view of their optimal extension, the integration operator ImT , and its properties.
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It is known that a continuous linear operator T de�ned on a Banach

function space X(µ) (over a �nite measure space (Ω,Σ, µ)) and with

values in a Banach spaceX can be extended to a sort of optimal domain.
Indeed, under certain assumptions on the space X(µ) and the operator

T this optimal domain coincides with L1(mT ), the space of all functions
integrable with respect to the vector measure mT associated with T ,

and the optimal extension of T turns out to be the integration operator

ImT
. In this book the idea is taken up and the corresponding theory is

translated to a larger class of function spaces, namely to Fréchet function

spaces X(µ) (this time over a σ-�nite measure space (Ω,Σ, µ)). It is
shown that under similar assumptions on X(µ) and T as in the case of

Banach function spaces the so-called “optimal extension process” also

works for this altered situation. In a further step the newly gained results

are applied to four well-known operators de�ned on the Fréchet function
spacesLp−([0, 1]) resp.Lp−(G) (whereG is a compact Abelian group) and

L
p

loc(R).
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