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Preface
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A-1 ‘Marginal Habitats, which was incorporated in
the doctoral program ‘Landscape Archaeology and
Architecture’ of the Berlin Graduate School of An-
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Humboldt-Universitat zu Berlin and defended it in
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not only shared his important work on the Udruh
area, but took the time to discuss the archaeology of
the Petra region with me on many occasions. Laurent
Tholbecq kindly provided me with the report of the
Jabal Shara Survey, which was invaluable for this study
and is most appreciated. I also profited from the many
scholarly discussions over the years, for which I am
very thankful.

I am most grateful to Daniel Knitter for his con-
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are owed to Jonas Berking and Sarah Isselhorst for
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for their invaluable editorial support in the final draft.

I will be forever grateful to Elizabeth Conway for
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thanked for her constant and unquestionable under-
standing, endurance and support.
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tributed to the completion of this study in various
ways, for which I am very grateful: Regina Attula,
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I also owe my sincere gratitude to Volkhard Buch-
holtz and Katharina Kruse from the Logos Verlag
Berlin GmbH. The same goes for Florian Hawemann
of satz + layout in Berlin. This publication would not
have been possible without their always friendly and
constructive input as well as flexibility, patience and
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Chapter 1

Background and Research Objectives

Introduction

In the mid-2" century AD, Ptolemy of Alexandria
composed his geographical register of the ancient
world - including a description of three distinct ‘Ara-
bias.! In his account, Ptolemy not only refers to Arabia
deserta (referring mainly to northern and central Ara-
bia) and Arabia felix (South Arabia and the Arabian
Peninsula), but also, Arabia Petraea. This specific
distinction is largely ignored by other ancient writers.
Most likely, Ptolemy used the term ‘Petraea’ synony-
mously with ‘Nabataea, referring to the main territo-
ries of the former Nabataean kingdom with its capital
Petra in modern-day southern Jordan.> Consequently,
Arabia Petraea never gained official designation as a
geographical area in antiquity, and Ptolemy’s use of
the term reflects only the general political circum-
stance of his time shortly after the Roman annexation
of the Nabataean realm in 106 AD and when there is
generally no more reference to the Nabataeans or the
Nabataean royal dynasty in other historical sources.

Following the rediscovery of Petra by the Swiss
explorer J.L. Burckhardt in 1812 however, Ptolemy’s
Arabia Petraea found widespread acceptance among
early explorers and travelers to the Petra area and
other parts of former Nabataea. These include L.
Laborde’s Journey through Arabia Petraea, to Mount
Sinai, and the excavated city of Petra: the Edom of the
prophecies from 1838, F.W. Londonderry’s A journey
to Damascus through Egypt, Nubia, Arabia Petrea,
Palestine, and Syria from 1847 or A. Musil’s Arabia
Petraea from 1907.

Since then, Arabia Petraea continues to be referred
to by modern studies when discussing various archae-
ological and historical issues within the former Na-
bataean kingdom. For example, D. Graf’s Nabataean
settlements and Roman occupation in Arabia Petraea
from 1992 or The Via Nova Traiana in Arabia Petraea
from 1995 can be listed as well as Abudanh et al’s The
Via Nova Traiana Between Petra and Ayn al-Qana
in Arabia Petraea from 2016 and, most recently, M.

1 Ptol. Geog. 5,17, 19; 6, 7. See Bowersock 1988 for a critical
discussion of the three Arabias listed in Ptolemy’s geography.

Castro’s The Function of the Roman Army in Southern
Arabia Petraea from 2018.

While the present study also assesses archaeologi-
cal and historical evidence from the wider Nabataean
realm - which many studies evidently continue to
designate as Arabia Petraea — the main objective is
to research the overall landscape organization of the
rural hinterland of the Nabataean capital of Petra.
This study is therefore not concerned with Arabia
Petraea in its entirety, but instead primarily focuses
on the extensive evaluation of Petra’s immediate rural
surroundings which can be adequately referred to as
Terra Petraea.

The aim is to present an extensive landscape ar-
chaeological characterization of the rural environs
of Petra in Nabataean-Roman times and to research
overall strategies of the spatial organization of Pet-
ra’s hinterland. From a diachronic perspective and
following a state-of-the-art landscape archaeological
approach, this study investigates a vast amount of
archaeological data offering insights into rural settle-
ment patterns and subsistence strategies, aspects of
rural water management, the extensive infrastructural
network, the funerary and religious landscape, the
military disposition, as well as the industrial potential
of the Petraean hinterland.

Various archaeological surveys have been carried
outin the Petra area since the 1970s. These contributed
to the acquisition of archaeological data in the imme-
diate Petra environment and raised research questions
concerning the understanding of its rural landscape.
Recent studies have synchronized the archaeological
data of preselected surveys in the Petraean hinterland,
but mainly concentrate on rural civilian settlements
and changes in land use. Additionally, more archaeo-
logical data has since come to light that could not be
considered by these studies. An overall, in-depth ar-
chaeological and culture-historical contextualization
of the now almost overwhelming amount of various
archaeological sites recorded in the Petra area there-
fore remains missing. By following a strong and, for

2 Cf Graf 1992, 253; Bowersock 1988.
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the Petra area to date, unique landscape archaeologi-
cal approach, this study offers a differentiated analy-
sis of the various archaeological sites and features to
provide a broad, regional understanding of the spatial
organization of the Petraean hinterland.

The main chronological focus of this study is
clearly set on the Nabataean (1 centuries BC and AD)
and Roman periods (2™ and 3" centuries AD). How-
ever, a chronological ‘preview’ is provided by also
discussing the preceding Iron Age (12" - 5™ centuries
BC) and Hellenistic periods (4" -2 centuries BC).
As a chronological ‘outlook, the Byzantine periods
(4™ - 7% century AD) are assessed as well.

To delineate the study area, P. Kouki’s definition of
the Petraean hinterland was adopted. This is under-
stood as a 20km radius around Petra.> Kouki based
her definition on previous claims expressed by M.
Lindner, who assumed a similar extent of a ‘Greater
Petra, and on the 6™ century AD Petra Papyri men-
tioning that the settlements of Udruh (Augustopolis)
and Saddaqa (Zadacathon) were still under the juris-
diction of Petra in the Byzantine period.* The study
area thus covers a vast geographical area measuring
over 1250km” and features all unique topographical
and environmental characteristics of the Petra region.
It also includes a large archaeological dataset of over
1700 sites. Acknowledging the fact that defining an
archaeological study area is almost always an artificial
construct meant to meet the requirements of particu-
lar research objectives, this study’s definition of the
Petraean hinterland is nevertheless a representative
and valid study area as it is, first, based on historical
accounts from the region (Petra Papyri), second, cov-
ers all particular landscape characteristics of the Petra
area and, third, discusses an archaeological dataset of
significant quantity.

Methodologically, the vast amount of archaeolog-
ical data validates the substantial use of complex and
state-of-the-art quantitative spatial methodologies
ranging from spatial statistics to GIS-based analyses.
Such landscape archaeological analyses are essential
quantitative tools in investigating intricate spatial
characteristics of the available archaeological dataset
and studying the relationship between archaeologi-
cal sites and the natural landscape. The results of the
applied landscape archaeological analyses are then
critically evaluated, considering a more in-depth ar-
chaeological and culture-historical discussion.

As an extremely broad range of different archaeo-
logical site types is investigated — most of which un-

3 Kouki 2012, 17.

doubtedly require more detailed and farther-reaching
archaeological and historical research - this study
makes no claim to being an exhaustive analysis of all
archaeological categories discussed here. Instead, it
provides a representative overview and critical reas-
sessment of Petra’s socio-political and administrative,
military, economic and infrastructural area of influ-
ence over its rural surroundings. It is therefore aimed
to offer a unique, modern and up-to-date synthesis
of the spatial organization of the Petraean hinterland
and provide an essential contribution for future re-
search endeavors.

In order to achieve these objectives, chapter 1
offers an overview of the research history as well as
a brief and general introduction into the historical
and environmental context of the study area. This is
followed by a detailed discussion of the core meth-
odological issues (chapter 2). First, the available
physical base dataset is described that underlies all
farther-reaching landscape archaeological, GIS-based
analyses. The subsequent part is devoted to critically
presenting the core archaeological dataset accumu-
lated for this study based on the various archaeolog-
ical surveys conducted in the Petraean hinterland.
This important subchapter gives the definitions of
the various archaeological site classes identified here,
and are consistently followed throughout the entire
study. Subsequently, problematic chronological in-
consistencies inherent to the archaeological base
dataset were worked out for all archaeological sites
through all periods to achieve comparable temporal
information. This is followed by a methodological
introduction into the different landscape archaeolog-
ical analyses applied here. These analyses include the
spatial statistical method of point pattern analysis as
well as cost-surface and visibility analyses, which are
conducted within a Geographical Information System
(GIS) and form the basis of this study’s landscape ar-
chaeological approach. To fully assess the reliability
and value of these complex analytical methods for a
farther-reaching archaeological and culture-historical
discussion of the Petraean hinterland, it is important
to make their methodological advantages, shortcom-
ings and underlying premises transparent. A critical
methodological appraisal of the applied landscape
archaeological analyses thus concludes chapter 2.

After the overall methodological framework is set,
chapter 3 offers an overview of the Petraean hinterland
during the Iron Age periods. As it would overreach the
scope of this study, an in-depth and comprehensive

4  Kouki 2012, 17; Lindner 1992a, 266. Udruh is located c.
20km to the east and Saddaqa c. 20km to the south of Petra.



analysis of the Iron Age periods cannot be expected
here. Instead, the available Iron Age evidence is pre-
sented in terms of superordinate topics: subsistence
strategies and the settlement pattern, communication
infrastructures, the military disposition as well as the
religious and funerary landscape. The Iron Age peri-
ods are summarized in a synthesis, which may serve
as a basis for future research.

The following chapters then proceed with a de-
tailed and critical presentation of this study’s land-
scape archaeological approach to the various archaeo-
logical site types evidenced in the Petraean hinterland
from the Hellenistic to Byzantine periods by strictly
adhering to the defined site classes.

Chapter 4 therefore deals with the subsistence
strategies in the Petraean hinterland, evaluating the
recorded agricultural installations, water structures
as well as exploitation/industrial sites. This chapter
also presents ‘other archaeological structures and/or
features’ that could not be positively assigned to any
of the other site categories, but are presumably related
to subsistence strategies other than agriculture. Par-
ticularly, this subchapter deals with possible archaeo-
logical evidence pertaining to more mobile, pastoral
subsistence strategies in the Petra region.

Rural civilian settlements are discussed in
chapter 5, followed by an extensive investigation of the
various communication infrastructures, most notably
the archaeologically evidenced roads and routes in the
Petra area (chapter 6).

The discussion of the recorded military sites hopes
to provide further insights into the military disposition
of the Petra area (chapter 7). Rural Petra’s funerary and
religious landscape is finally discussed in chapter 8.

The detailed landscape archaeological overview
of the various archaeological site classes serves as a
solid argumentative basis for further discussing and
critically assessing the socio-political and administra-
tive, military, economic and infrastructural aspects of
the Petraean hinterland during the Hellenistic, Naba-
taean, Roman as well as Byzantine periods (chapter 9).
The overall results are finally concluded in chapter 10.

By following the approach outlined above, this
study provides an extensive landscape archaeological

5  Follow https://doi.org/10.30819/5171 to access the digital,
open-access version of this study.

6  This list excludes smaller private travel ventures to the re-
gion. An overview of early travelers and explorers to the Pe-
tra region is given, for example, in Lewis 2003 and Llewellyn
2003.

7 Musil 1907; Briitnnow - von Domaszewski 1904 and 1905;
Dalman 1908 and 1912; Bachmann et al. 1921 and Glueck
1934; 1935; 1939; 1945; 1959.

Research History

characterization of the Petraean hinterland through
time and hopes to offer new and valuable insights into
Terra Petraea.

This study is also published digitally, open-access.’
This includes the site catalogue of all discussed ar-
chaeological sites (Appendix I) as well as the relevant
R-scripts for the conducted point pattern and visibility
analyses and for evaluating the chronological incon-
sistencies (Appendices II-1V). The digital publication
also allows to enlarge the various maps and figures to
make up for the obvious practical limitations of the
printed edition.

Research History

Despite the clear focus on the archaeological explo-
ration of urban Petra shortly after its rediscovery
by J.L. Burckhardt in 1812, various expeditions were
carried out in the larger Petra area that can be con-
sidered as the first archaeological and ethnological
‘surveys’ of the region. Since then, a large number of
archaeological investigations and surveys carried out
in the wider Petra region starting from the late 19
century to the present day can be listed (cf. TABLE 1).°

Early research explorations include the seminal
works of A. Musil, R.E. Briinnow and A. von Do-
maszewski, G. Dalman, W. Bachmann et al. as well
as N. Glueck.” However, after Glueck’s surveys in the
1930s, research interest in rural Petra seems to have
ceased until, in the 1970s, M. Lindner and his team
initiated their comprehensive archaeological research
not only in Petra but in the city’s surroundings as well.
Over the years, Lindner’s research also included in-
tensive archaeological surveys of major Nabataean
settlements such as Sabra, Abu Khusheiba, Umm
Rattam or as-Sadeh.? Following this revived interested
in further investigating the archaeological potential
of Petra’s immediate environment, A. Killick initiated
his survey in the Udruh area 20 km east of Petra from
1980-1982 recording 200 archaeological sites with a
clear chronological focus on the (Late) Roman and
Byzantine periods.’ In 1982, E.B. Banning and I
Koéhler-Rollefson then began their Beidha Ethnoar-

8 Lindner 1987; Lindner 1992a; Lindner 1992b; Lindner
— Zeitler 1997; Lindner et al. 2000 and most importantly
for this study Lindner 2003a. Also note D. Graf’s survey of
Nabataean-Roman military sites in the Hisma, Ras an-Nagb
and Aqaba areas that was initiated in the late 1970s (Graf
1979).

9  Killick 1987; Killick 1983a; Killick 1983b. Also note W.]. Job-
ling’s Aqaba - Maan Epigraphical and Archaeological Survey
which was also initiated in the early 1980s (e. g. Jobling
1985; 1984; 1983 and 1982).
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chaeological Survey (BS) in the Beidha area just north
of Petra, mainly aiming at investigating possible ar-
chaeological evidence for ancient mobile subsistence
strategies, but documenting 63 other archaeological
sites as well.' Between 1984 and 1985, S. Hart’s Edom
Survey (ES) aimed at surveying archaeological sites
in areas immediately south- and northeast of Petra."!

In 1987, the first to have attempted a comprehen-
sive overview of the various Nabataean sites then
known in Petra’s surroundings, was R. Wenning’s
seminal contribution Die Nabatder - Denkmdler und
Geschichte. Eine Bestandsaufnahme des archdolo-
gischen Befundes that still forms a valuable basis for
studying Nabataean sites in the Petra region today."

Moreover, Z.T. Fiema discussed the then known
archaeological dataset from southern Jordan in his
doctoral thesis entitled Economics, Administration
and Demography of Late Roman and Byzantine South-
ern Transjordan which was submitted to the Univer-
sity of Utah in 1991.

Graf subsequently conducted his important survey
of the via nova Traiana. While following the Roman
road from the Petra area south to Aqaba (ancient
Aila) he further investigated a number of archaeolog-
ical sites along the via nova, including e. g. the major
settlement of Saddaqa.”” Z.T. Fiema later investigated
stretches of the via nova north of Petra as well.**

In 1994, 1996 as well as one season in 1998,
A.M. Smith II set out to research the archaeological
landscape in the surroundings of ancient Aila and also
extended his survey northwards into the Wadi Arabah
documenting 330 archaeological sites as part of the
Southeast Araba Archaeological Survey (SAAS). SAAS
was part of Smith’s additional survey projects in the
Wadi Arabah that continued as far north as Bir Mad-
khur situated c. 17 km northwest of Petra. These addi-
tional surveys include the Wadi Arabah Archaeologi-
cal Research Project (WAARP), the Southern Araba
Archaeological Resource Survey (SAAR), the Central
Arabah Survey (CAS) as well as the Bir Madkhur Pro-
ject (BMP). While the findings of these separate sur-
veys were briefly discussed in shorter journal contri-
butions, in 2010 Smith published the important mon-
ograph Wadi Araba in Classical and Late Antiquity. An
Historical Geography in which the main research re-

10 Banning - Kéhler-Rollefson 1983. Later, in the early 2000s,
Bikai et al. conducted the Beidha Documentation Project,
aiming at further investigating the archaeological remains
around Beidha, immediately north of Petra. However, the
published report of the project focuses strongly on the ‘Dio-
nysian Hall’ of Umm Qussah (Bikai et al. 2008).

11 Hart 1987a; Hart — Faulkner 1985.

12 Wenning 1987.

13 Graf 1995a.

sults of his various surveys in the Wadi Arabah were
presented and discussed (in total 115 sites).!®

Between 1994 and 1996 G. M. Findlater conducted
the Dana Archaeological Survey (DAS) in the Dana
region just north of the Petraean hinterland and docu-
mented over 400 archaeological sites ranging from the
Iron Age to the Byzantine periods. While the original
survey data remains unpublished, Findlater discussed
the results of DAS in correlation with other archaeo-
logical survey data in the region as part of his doctoral
thesis Imperial control in Roman and Byzantine Arabia.
Alandscape interpretation of archaeological evidence in
southern Jordan, which was submitted to the University
of Edinburgh in 2003."° In 2009, N. G. Smith reconsid-
ered and published spatial archaeological data of 48
sites already evidenced in the DAS area as part of his
Showbak-Dana L2HE Survey which served as the base
dataset of his doctoral research Social boundaries and
state formation in ancient Edom: a comparative ceramic
approach analyzing Iron Age (Edomite) ceramics in
order to gain further insights into the social character-
istics of the area during the Iron Age."”

Shortly after the completion of DAS, L. Thol-
becq initiated the Jabal Shara Survey (JSS) in 1996
and which continued until 1997. The survey aimed
at recording more archaeological data in the imme-
diate Petra region, specifically along the Jabal Shara
escarpment encompassing an area of over 70 km? and
documenting nearly 180 archaeological sites ranging
from the Iron Age to the Late Islamic periods. To
date, the survey results are only published as shorter
journal articles, but L. Tholbecq kindly provided the
unpublished, preliminary site catalog of the JSS to the
author, which is greatly appreciated.®

Simultaneously, K. Amr and others documented
various archaeological sites in the study area (most no-
tably the Wadi Musa, Umm Sayhoun, Beidha, at-Tayy-
iba, Jitha, Rashid (previously al-Qa’) and Ayl areas)
while accompanying the Wadi Musa Water Supply
and Wastewater Project (WMWS). This was designed
by the Jordanian Ministry of Water and Irrigation to
further enhance the existing infrastructure and water
supply of the Petra region.” Specifically aiming to
monitor ongoing construction activities, the project
was initially carried out in 1996 and continued in a

14 Fiema 1997.

15 Smith 2010. For other contributions on the various surveys
in the Wadi Arabah, see Smith - Kay 2018; Smith 2018;
Ramsay — Smith 2013; Smith 2007; 2005 and 1997.

16 Findlater 2003.

17 Smith 2009.

18 Tholbecq 2013a; Tholbecq 2001.

19 °Amr - al-Momani 2001; Amr et al. 1998.



second phase between 1998 and 2000. In total, the sur-
vey recorded 132 archaeological sites not only in rural
areas but also within the limits of urban communities
such as Wadi Musa, Umm Sayhoun or at-Tayyiba.

D. Graf discussed Nabataean-Roman and Byzan-
tine settlement patterns in southern Jordan in 2001
and Fiema subsequently provided a seminal review of
the Roman (in 2003) and Byzantine periods (already
in 2002) in the Petra region considering the then
available archaeological survey data.?

Between 2003 and 2004, F. Abudanh conducted
an important regional survey in the Udruh area for
his doctoral thesis entitled Settlement Patterns and
Military Organisation in the Region of Udruh (south-
ern Jordan) in the Roman and Byzantine Periods I-1,
which was submitted to the University of Newcastle
upon Tyne in 2006.! Abudanh’s extensive survey ex-
panded greatly on Killick’s earlier survey in the region
and covered an extremely large area of 700 km? over-
lapping in part with Hart’s Edom Survey, the WMWS
and B. Macdonald’s Ayl to Ras en-Naqb Survey and
Shammakh to Ayl Survey (see below). Currently,
the Dutch-Jordanian Udruh Archaeological Project
(UAP), initiated in 2011, investigates a 48km” large
area around Udruh and continues Abudanh’s impor-
tant work in the Udruh region.*

One year after the completion of Abudanh’s sur-
vey in 2005, the Finnish Jabal Harun Project (FJHP)
ended their intensive pedestrian survey of a 4,8 km?
large area around Jabal Harun, 5km southwest of
Petra, which already began in 1997.% Under the over-
all direction of J. Frosén, the FJHP included a broad
survey component led by M. Lavento that aimed at
complementing the Finnish excavations of the Byz-
antine monastic complex (directed by Z.T. Fiema) by
gaining further information on the settlement history
and land use in the Jabal Harun area. Between 2005
and 2007, the FJHP also explored the archaeological
remains further eastwards towards Petra as well as
westwards to the Wadi as-Sabra, thus enlarging the
original survey area to 6,5km? This ‘extended survey
area’ was covered by means of more extensive pedes-
trian survey techniques. The extensive survey area of
the FJHP documented 172 and the intensive survey
area 189 archaeological sites. With 361 recorded sites

20 Graf 2001a and Graf 2001b; Fiema 2002a and Fiema 2003.

21 Abudanh 2006.

22 Driessen - Abudanh 2019; 2018; 2015 and 2013.

23 See the recently published final publication of the FJHP sur-
vey results in Kouki - Lavento 2013 with further references
to the numerous preliminary survey reports of the project.

24 MacDonald et al. 2012.

25  Although there is a great overlap with Abudanh’s survey of
the Udruh area. MacDonald et al. 2016; 2011 and 2010.

Research History

in total, the FJHP survey forms an important archae-
ological dataset for this study.

Simultaneous to the FJHP’s extensive survey activ-
ities, B. MacDonald launched a large archaeological
survey of the region between Ayl and Ras an-Nagb
along the eastern high plateau southeast of Petra be-
tween 2005 and 2007.>* The Ayl to Ras an-Naqgab Ar-
chaeological Survey (ARNAS) covered an extremely
large area of 860 km? and identified 389 archaeologi-
cal sites in the area.

Three years later, between 2010 and 2011, Mac-
Donald continued regional survey work along the
eastern high plateau and ventured further north than
the survey area of ARNAS. The Shammakh to Ayl Ar-
chaeological Survey (ShamAyl) covered an area of c.
600km? between the settlement of Shammakh in the
north and Ayl in the south, and documented addi-
tional 366 archaeological sites.”

The Petra Area and Wadi Silaysil Survey (PAWYS)
also started in 2010 and was completed in 2012. To-
gether with the Petra Routes Project (PRP), this pro-
ject constituted the survey component of the Brown
University Archaeological Project (BUPAP), Brown
University’s umbrella project (codirected by S.E. Al-
cock and C. A. Tuttle) that carried out archaeological
research both in urban Petra as well as in its imme-
diate hinterland.?® The primary aim of both PAWS as
well as the PRP was to document the material remains
within Petra’s immediate northern hinterland and to
offer insights into the settlement history of the area
through time. While the PRP focused specifically on
exploring the archaeological remains along the two
access routes of Wadi al-Mu’aysirah East and West
that connected Petra with the Beidha area to the north,
PAWS carried out an intensive pedestrian survey of a
c. 10km? large area around the significant Nabatae-
an sites of Beidha and Ras Slaysil. The survey docu-
mented 1036 archaeological ‘features’ and recorded
tens of thousands of archaeological artifacts ranging
from the Palaeolithic to the modern periods. As the
PAWS archaeological dataset was not available before
the recently published survey results of the project by
Knodell et al. in October 2017, the project’s findings
could not be incorporated into this study’s landscape
archaeological analyses.” From the BUPAP surveys,

26 On the results of PAWS, see Knodell et al. 2017; Alcock
— Knodell 2012 and Knodell — Alcock 2011. On the PRP,
see Berenfeld et al. 2016 and Rojas — Berenfeld 2012. A.R.
Knodell and S.E. Alcock were primarily responsible for
PAWS. The PRP was conducted by M. Berenfeld and F.
Rojas.

27 Cf. Knodell et al. 2017, 634 (and n. 59) stating that the pro-
ject’s database is now accessible by request.
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only sites documented by the PRP could be included
here as they were published already in Berenfeld et al.
2016.%® However, as the author was able to investigate
the PAWS survey area during the PHSP intensively
as well (see below), the exclusion of the PAWS ar-
chaeological data does not dramatically impact this
study’s results.

By the time BUPAP concluded their field work in
2012, L. Wadeson and F. Abudanh began their rein-
vestigations of already previously surveyed, but only
poorly documented monumental Nabataean-Roman
tombs (in total twelve) along the Jabal Shara escarp-
ment and the eastern high plateau as part of their Pe-
tra Hinterland Tombs Project (PHTP).”

Also in 2012, L. Nehmé published her comprehen-
sive archaeological and epigraphical survey of the ur-
ban environments of Petra in the Atlas archéologique et
épigraphique de Pétra which is also an important work
of reference for this study’s research of rural Petra.*

The year of 2012 also marks the date of an addi-
tional publication which is of seminal importance for
the study of Petra’s rural environs. P. Kouki published
her doctoral thesis entitled The Hinterland of a City.
Rural Settlement and Land Use in the Petra Region
From the Nabataean-Roman to the Early Islamic Period
in which she amalgamated preselected archaeological
survey data of the Petra area in order to model spatial
and temporal distributions of the selected data and to
investigate rural settlement patterns, site hierarchies
and land use changes in the Petraean hinterland.”
While this study adopts Kouki’s definition of the Pe-
traean hinterland, Kouki could only base her analysis
on sample sites from three surveys in the study area
for which (spatial) archaeological data was then avail-
able.”> Kouki was therefore not able to consider a vast
amount of archaeological survey data now available to
this study from the JSS, ARNAS, ShamAyl, the PRP,
the PHTP, (to some extent) PAWS as well as the PHSP.
Importantly, Kouki considered only profane, civil-
ian settlements for her analysis. Structures that were
interpreted to have had a cultic, funerary or military

28 Berenfeld et al. 2016, 105-107.

29 Wadeson - Abudanh 2016, 83, 97-98.

30 Nehmé 2012a.

31 Kouki 2012, 15-17.

32 Kouki 2012, 29, 77-78. These surveys include the WMWS,
Abudanh’s survey of the Udruh region, the FJHP as well as
other pre-selected individual sites that were archaeologically
already well-explored by previous scholars but not necessar-
ily part of larger regional surveys (i. e. specifically Sabra, Abu
Khusheiba, Qasr Umm Rattam, Bir Madkhur and as-Sadeh).

33 Wenner 2015.

34 As part of Hamarneh’s work on ancient terraces in the Petra
region, see e.g. al-Qudah et al. 2016. On Lucke et. al’s inves-
tigations, see Lucke et al. 2019.

function were not considered in her study. Kouki thus
evaluated 162 rural settlements of profane, civilian
character only. With more data available, the archaeo-
logical dataset of this study is now ten times larger and
covers the entire spectrum of archaeological site cat-
egories documented in the Petraean hinterland. This
includes not only rural civilian settlements (towns,
villages, farms etc.), but also agricultural installations,
water structures, industrial sites, military, religious and
funerary structures, communication infrastructures as
well as other structures and/or features presumably
related to alternative subsistence strategies. This study
therefore expands Kouki’s seminal work both quanti-
tatively and qualitatively.

As an appraisal of Kouki’s work, in her Master’s
thesis from 2015 entitled Petra’s Hinterland from the
Nabataean through Early Byzantine Periods (ca. 63
BC-AD 500), S.E. Wenner also evaluated changes
in land use and the settlement pattern within the Pe-
traean hinterland.”® The surveys considered in Wen-
ner’s thesis were Lindner’s survey of the (singular)
site of Qasr Umm Rattam northwest of Petra, the JSS
(although based on the published reports only; cf.
above), the WMWS, the (singular) site of Bir Mad-
khur, the FJHP (although based mainly on Kouki
2012) as well as PAWS. However, Wenner was less
concerned with any systematic spatial analysis of the
various archaeological sites, but instead aimed at con-
textualizing her analysis of ceramic finds collected by
the Udruh Archaeological Project with other survey
results in the region.

Finally, apart from C. Hamarneh’s research project
Ancient Terraces in the Hinterlands of Petra as well as
B. Lucke et. al’s geoarchaeological investigations on
ancient terraces in the Petraean hinterland*, recent
archaeological survey activities in the Petra area were
carried out by the Petra Hinterland Survey Project
(PHSP) in 2016, which was codirected by the author
and S.G. Schmid.”® The PHSP served mainly the
author’s doctoral research purposes and aimed at re-
assessing already documented archaeological sites as

35 This study constitutes the final report of the survey results.
The PHSP 2016 was funded by the Cluster of Excellence To-
poi (Berlin), Humboldt-Universitat zu Berlin (Berlin), Freie
Universitét Berlin, the Association for the Understanding of
Ancient Cultures (AUAC, Basel) and the Fachhochschule
Liibeck. Many thanks are owed to the Department of Antiq-
uities for their support and for granting the working permit.
An additional aim of the PHSP was to explore aspects of the
Nabataean water management system of Petra’s rural envi-
ronment, i.e. not only how the applied water technologies
responded to local climate and natural landscape conditions,
but also how hydraulic engineering choices affected settle-
ment strategies within Petra’s immediate hinterland. This
geoarchaeological aspect of the PHSP served mainly the



well as identifying new archaeological finds in Petra’s
immediate surroundings in order to propose a revised
landscape characterization of the Petraean hinterland.
In total, the PHSP recorded 165 archaeological sites.
It was also in the context of the PHSP that the author
walked and mapped the various routes in the study
area discussed in the relevant chapters below (par-
ticularly chapter 6).

In total, over 4000 archaeological sites were docu-
mented in the more extended Petra region by the var-
ious archaeological surveys following different survey
intensities and methodologies.* While previous stud-
ies have discussed aspects of rural settlement patterns
and land use changes in the Petra area, they are based
on a far smaller archaeological dataset than is now
available to this study. More importantly, previous
research on rural Petra has focused almost entirely on
civilian settlements. A broader discussion of the vari-
ous archaeological site types evidenced in the Petraean
hinterland is yet missing. To date, a diachronic anal-
ysis of rural Petra’s religious and funerary landscape,
its military disposition as well as a more detailed in-
vestigation of its communication infrastructure forms
a desideratum in the research history of Petra’s hinter-
land. In addition, such aspects have not been further
researched by a modern landscape archaeological ap-
proach as followed by this study.”” Quantitative, spatial
statistical methodologies and GIS-based analyses shall
therefore offer further insights in addition to an in-
depth archaeological and culture-historical discussion
of the Petraean hinterland through time.

Historical Context
The Iron Age Periods

The historical scope of this study begins with the
Iron Age period (c. 1200 BC). Major supra-regional
powers that previously controlled Transjordan dur-
ing the Late Bronze Age, i.e. Pharaonic Egypt and the
Hittite Empire, lost their hegemony over the region
as a consequence of major political upheaval in the
Near East during the 12" and 11" centuries BC (often

doctoral research purposes of S. Isselhorst and L. Weis, and
are not of primary concern for this study. The hydrological

investigations of the PHSP were carried out by S. Isselhorst,
L. Weis and M. Strauf3.

36 Only half of this dataset actually lies within this study’s
research area.

37 The only relevant study that applies spatial analyses is M.
Castro’s recently published Master’s thesis entitled The Func-
tion of the Roman Army in Southern Arabia Petraea (Castro
2018) in which she aims to reexamine archaeological and

Historical Context

attributed to invading peoples from the northern Le-
vantine and/or Anatolian coastal areas).’® As a result,
Iron Age kingdoms and city-states gradually formed
in the Levant and Palestine during the 10" century
BC. While territorial conflicts continued to charac-
terize the region, the political framework nevertheless
remained largely stable until Assyria reemerged as a
Near Eastern superpower by the early 9" century BC.
Under Tiglah-Pileser III (745-727 BC), the Neo-As-
syrian Empire (883-612 BC) extended beyond Mes-
opotamia conquering ancient Urartu and the Fertile
Crescent, reaching the borders of Pharaonic Egypt in
Palestine.*

The smaller kingdoms of Transjordan and Syria
were either subjugated to the empire as vassal king-
doms or were incorporated as imperial provinces.
One of the most powerful of these former kingdoms
was Damascus as it controlled large parts of Syria
and thus the main trade routes between Egypt and
Mesopotamia. South of Damascus, the former king-
dom of Israel, which held Transjordanian territories
between the Sea of Galilee and the Dead Sea, was
re-formed into the Assyrian province of Gilead. The
ancient kingdom of Ammon, which controlled an area
roughly comparable to the capital of modern-day Jor-
dan, Amman, and profited by long-distance caravan
trade, was also made into an Assyrian province.* The
regions further south of the provinces of Gilead and
Ammon, roughly set between the Dead Sea and the
Wadi al-Hasa in modern-day Jordan, were held by the
kingdom of Moab which controlled fertile lands along
the Wadi al-Hasa and Wadi al-Mujib."

The Iron Age kingdom of Edom controlled vast
territories south of Moab ranging from the Wadi al-
Hasa to modern Aqaba (ancient Aila) at the Red Sea
and expanded into parts of the Wadi Arabah in the
west as well as the vast desert areas to the east.*?

Before the Edomite kingdom was incorporated
into the Neo-Assyrian Empire in the last quarter of
the 8" century BC, it also included the mountainous
regions of the Petra area including, for example, the
settlements on Umm al-Biyara or Tawilan. As an As-
syrian province, Edom’s regional economic impor-
tance grew significantly. The former kingdom not only

historical discussions of known Roman military structures
in southern Jordan. Cf. Oleson 2019a for a critical review.

38 Jouvenel 2013; Hackl et al. 2003, 9-12; Bienkowski 2000 and
1992a.

39 More on the Assyrian/Arabian Matrix” in Graf 2013, 48-50.

40 Hiibner 1992 and Bienkowski 1992b.

41 Routledge 2004.

42 Generally, on the Iron Age kingdom of Edom (particularly
in the Petra region), see e.g. Bienkowski 2013; 2011; 2007;
Bienkowski — van der Steen 2001 and Bienkowski 1992b.
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profited greatly from the extensive copper production
in the Wadi Faynan (c. 40km north of Petra), but it
also controlled major important caravan trade routes
that ran through its core territories — most notably the
‘Kings Highway or the Darb ar-Rasif, that continued
further north to Mesopotamia. The ‘Incense Road’
leading westwards to the Mediterranean seaport town
of Gaza also ran through Edomite territory - includ-
ing the Petra area.

While the former Transjordanian Iron Age king-
doms generally enjoyed economic growth and overall
security as Assyrian vassal kingdoms or provinces,
the overall political situation of the region was greatly
affected by the outbreak of civil war in Assyria follow-
ing the death of the last Assyrian king Assurbanipal
in 627 BC.** This eventually led to the downfall of the
Assyrians and the rise of the Neo-Babylonian Empire
during the last quarter of the 7" century BC, which
triggered political unrest and conflicts throughout
Transjordan:* For example, in 598 and 587 BC the
Israelites attempted a revolt against the Babylonians.
This was eventually crushed by Nebuchadnezar II
(604-562 BC) leading to the massive deportation of
the Jewish population to Babylonia and the end of the
kingdom of Judah. Shortly after, in 582 BC, Ammon
and Moab were also incorporated into the Neo-Bab-
ylonian Empire. In Edom, archaeological evidence
from major Edomite settlements, most notably the
former capital Busayra (Tafilah), also suggest that at
least local conflicts were carried out at some point
shortly after the establishment of the Neo-Babylo-
nian Empire.* The destruction of Busayra is probably
related to the campaign of the Neo-Babylonian king
Nabonid, as is suggested by his monumental rock re-
lief at as-Sela dating to c. 551 BC.*

By the time Cyrus the Great (559-529 BC) as-
cended the Babylonian throne, the now Achaemenid
Empire controlled all of Transjordan, now belonging
to the satrapy of Syria. However, although there is
singular material evidence for settlement activities at
major Edomite sites such as Tawilan, there is a no-

43 Under Assurbanipal (668-627 BC), the empire conquered
Thebes, the capital of Upper Egypt, thus experiencing its
widest geographical and politically most significant influ-
ence.

44 For a brief overview of the region after the downfall of the
Assyrian Empire until the Diadoch Wars, see e.g. Wenning
2013, 9-11 and Hackl et al. 2003, 11-12.

45 Although material evidence belonging to the Neo-Babylo-
nian and later ‘Persian’ (Achaemenid) period was excavated
at Busayra, Tawilan as well as in Petra’s city center. Cf. e.g.
Bienkowski 2013, 31-32.

46 Nabonid continued the conquest of other territories in
Transjordan along his way to the Hijaz in 553/552 BC. On
the rock relief at as-Sela, see e.g. Crowell 2007 and Dalley -

ticeable lack of Persian period sites in Edom.*” Dur-
ing the reign of Cyrus’ son, Cambyses II (529-522
BC), the empire conquered Egypt in 525 BC and thus
also controlled southern Palestine.*® After Cambyses’
death in 522 and during the reigns of Darius the Great
(521-486 BC) and Xerxes I (486-465 BC), the Achae-
menid Empire reached its greatest extent including
the entire Near and Middle East. However, by the end
of the 5" century BC the Achaemenids were forced
to retreat from Egypt to southern Palestine rendering
the region of Judaea into border territory. The Achae-
menids also abandoned territories further inland to
the east — including the Edomite heartlands and the
Petra region, which was now presumably left in the
hands of local Arab tribes.

The Hellenistic Period

The historical sources on Transjordan during the 5%
and 4™ centuries BC are largely silent.*” After Alexan-
der the Great’s campaign through Phoenicia in 332
BC, the Macedonians also conquered Judaea. While
Alexander continued to Egypt, his general Parmen-
ion was first left in charge of the former Achaemenid
satrapy. After Alexander’s death in 323 BC, the satrapy
was heavily fought over during the Diadoch Wars and
the region was then controlled by quickly alternating
satraps: Laomedon was succeeded by Perdikkas, who
was then followed by Ptolemy (since 306 BC Ptolemy I
Soter, founder of the Ptolemaic dynasty in Egypt) until
the diadoch Antigonos Monophthalmos and his son
Demetrios (later Demeterios Poliorketes) took control
of the satrapy between 316 and 303 BC. For yet un-
known reasons, in 311 BC the Antigonids launched
two campaigns against the Nabataeans, a former no-
madic tribe which now held territories in the former
heartlands of Edom.™® These events were originally
described by the contemporary Hieronymos of Car-
dia, whose accounts were later taken up by Diodorus
Sicilus and Plutarch.® It is reported that the Nabatae-
ans were able to fend off the attacks by retreating on

Goguel 1997 with further references. Most recently, compare
the works of the team surrounding R. Da Riva (e.g. Da Riva
2015).

47 Cf. e.g. Bienkowski 2008. Also consider Wenning 2013, 11.

48 Hdt. 3, 4-9.

49 For a general introduction into the historical setting of
Transjordan during the Hellenistic period, see Graf 2013;
Wenning 2013, 11-19; Schmid 2008a; Hackl et al. 2003,
36-40.

50  On the origins of the Nabataeans, see e.g. Wenning 2013,
7-8 with further references.

51 Diod. Sic. 19, 94-100, 3; Plut. Demetr. 7, 1. Cf. also Patrich
2015.



a “rock” (pétra) which is generally identified as their
later capital Petra.”> Also, Diodorus reports that the
Antigonid attempt to take over the Nabataean bitumen
production in the Dead Sea region failed as well.>

After the defeat of Antigonos and Demetrios at the
battle of Ipsos in 301 BC, political supremacy over the
Near and Middle East was now divided between Se-
leucus who controlled the former Achaemenid heart-
lands in the Near East and Ptolemy who reigned over
Egypt. Judaea as well as the Phoenician coastal regions
of the Levant were regrouped into the new province of
koile Syria (xoiAn ovpia) which was under Ptolemaic
rule until the end of the 3" century BC when the Se-
leucids were able to conquer the province after the 5%
Syrian War (201-c. 195 BC).** Apart from the accounts
of Antigonos’s attempts to take over Nabataean terri-
tories, there is almost no mention of the Nabataeans
during the time of the Diadoch Wars in the historical
sources. The earliest reference of the Nabataeans as
a cultural group is only given in the “Zenonpapyri’
(the accounts of a certain Zenon who served Apollo-
nius, the finance administrator of Ptolemy II) found
in the Egyptian Fayyum and dating between 261 and
229 BC.» There are additional accounts by Diodorus
and Strabo that indicate a trade war with the Ptole-
mies at some point during the 3™ century BC and in
the mid-3 century BC Poseidippos of Pella refers to
an unspecified Nafataios... Baotdevg.>

While the Seleucid conquest of koile Syria seem-
ingly had no effect on the Nabataeans (at least there
is no literary evidence for this), it impacted Judaea
considerably: During Ptolemaic rule the Jewish com-
munity was divided into followers of the traditional
belief system and those who adapted to a Hellenized
way of life. It is in the context of these partisan con-
flicts that the first specific reference to Nabataean roy-

52 Diod. Sic. 19, 95-98. On the problematic identification of
the Nabataean “rock,” see recently Wenning 2013, 12-15:
According to Diodorus, the Antigonids supposedly marched
2,200 stadia from Phoenicia to Petra (approx. 400 km) in
only three days and nights. This being highly unrealistic, Di-
odorus hardly seems reliable in this case. However, he men-
tions that the Dead Sea — where Demetrios retreated after
the second attack against the Nabataeans - is only 300 stadia
from Petra (c. 55km), which fits the distance to the Edomite
stronghold of Khirbet as-Sela that also meets the character-
istics described by Diodorus for the Nabataean “rock” (c.
65km north of Petra). As the biblical Sela may be Khirbet
as-Sela and Sela means “rock” in Hebrew, this has led some
scholars to identify Khirbet as-Sela with Diodorus’ pétra of
the Nabataeans. Arguing that Diodorus’s accounts (or those
of Hieronymos) are unreliable and should be considered as a
“highly stylized literary description” (Graf 2006, 48), others
favor various mountaintops around Petra — particularly
Umm al-Biyara (cf. e.g. Patrich 2015, 478; Wenning 2013,
13; Hackl et al. 2003, 451). Neither Khirbet as-Sela, nor

Historical Context

alty is made in 168 BC when the Jewish high priest
Jason is forced to flee from Judaea to the Nabataeans.””
Antiochos IV Epiphanes then further fostered inter-
nal unrest amongst the Jewish community by forbid-
ding the practice of the Jewish faith and introducing
the cult of Zeus on the Temple Mount in Jerusalem.
This triggered the armed revolt of the Maccabaeans
— also known as the Hasmonaeans — who were able
to eventually reclaim the Temple in Jerusalem in 164
BC. From this position of strength, the Maccabaeans
aimed at extending their territories into eastern Jor-
dan against the Seleucids, but, at first, maintaining
amicable relations to the Nabataeans.™

However, with the growing weakening of the Se-
leucid and Ptolemaic rulers during the 2" century BC,
both the Maccabaeans and the Nabataeans aimed at
territorial expansion which eventually led to armed
conflicts between the two neighbors that should char-
acterize the regional history until the Roman annex-
ation of Nabataea in 106 AD. Most notably, the first
major conflict was the Maccabaean siege of Gaza in
100 BC, which was previously held by the Nabataeans
who, by that time, have already risen to a significant
supra-regional power controlling both the long-dis-
tance trade routes and access to Mediterranean trade
at Gaza.”” With the promise of gaining control over
the ‘Kings Highway’ leading northwards to Mesopo-
tamia, both the Maccabaeans and Nabataeans were
interested in reigning over the territories in northern
Transjordan. In 90/93 BC, it thus inevitably came to
battle in the Golan Heights where the then Nabataean
king Obodas I defeated the Maccabaean ruler Alexan-
der Iannaios.®® In the 80s BC, the ruler over Damas-
cus, Antiochos XII subsequently launched two attacks
against the Nabataeans. The second attack resulted in
the death of both Seleucid and Nabataean rulers (either

Umm al-Biyara show evidence of Early Hellenistic occupa-
tion. In any case, one description cannot correspond to two
different places in the same region. As Petra is undoubtedly
identified as the Nabataean capital in later sources, Wenning
hypothesizes that the Nabataeans could have abandoned
Khirbet as-Sela after the Antigonid expeditions and re-set-
tled at Petra (Wenning 2013, 13). While this can also only
remain speculative, it is certainly correct to dismiss Khirbet
as-Sela as the Nabataean “rock,” if one qualifies Diodorus’
accounts as unreliable.

53 Diod. Sic. 2, 48, 6; 19, 100, 1.

54 Hackl et al. 2003, 37.

55 Also see Hackl et al. 2003, 363.

56 Graf 2012a, 56-57; Hackl et al. 2003, 37: Diod. Sic. 3, 43, 5;
Str. 16, 4, 18 and P.MilVogl. VIII, 309, Col. II, 15-16.

57 2Ma.5,8.

58 Hackl et al. 2003, 38: 1 Ma. 5, 24-28 and 9, 32-42; Jos. Ant.
Tud. 12, 335-336 and 13,7-11.

59 Cf.Jos. Ant. Iud.13, 360-361.

60 Jos. Ant. Iud. 13, 374-375; BI 1,89-90.
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Obodas I or Rabbel I).** As Damascus was otherwise
left unprotected against the neighboring Ituraeans,
the city accepted subordination to the new Nabataean
king Aretas II1.°* Nabataean rule over Damascus lasted
for c. 15 years during which Aretas III minted coins
with his image in the tradition of the former Seleucid
kings in order to further substantiate his reign.®® From
Damascus, Aretas then marched into Maccabaean ter-
ritory and defeated Alexander Iannaios. However, he
retreated immediately afterwards as a result of peace
negotiations, which possibly reflects both Alexander
Tannaijos’ weakened position due to continued internal
unrest in Judaea since the battle at the Golan Heights
as well as the arguably fragile Nabataean grasp of the
Syrian territories around Damascus.®* Together with
the subsequently re-strengthened position of Alexan-
der Iannaios, this possibly led to the loss of Nabataean
territories in northern Transjordan until the death of
Alexander Iannaios in 76 BC.®

From Pompey’s Conquest of the Near East
until the Roman Annexation

Simultaneous to the conflicts between the Nabataeans
and the Maccabaeans over territories in Transjordan,
Roman influence over the region grew increasingly
powerful.®® Most notably, this was first marked by the
confirmation of Antiochos XIII as the last Seleucid
king under L. Licinius Lucullus in 69 BC. However,
as Antiochos failed to stabilize the remaining Seleu-
cid territories in Syria, during the last years of the 3
Mithridatic War (75-63 BC) Pompey intervened and
took control over Damascus in 65 BC, thus dissolving
the Seleucid kingdom. The city was presumably left by
the Nabataeans already in 72 BC due to the growing
threat posed by the Ituraean Ptolemaios.”

At the same time, disputes over the Judaean throne
between the sons of Alexander Iannaios, John Hyr-
canos II and his brother Judas Aristobulos II, left the
Jewish kingdom in a weakened state and Hyrcanos
turned to the Nabataean king Aretas III for assistance
in 65 BC promising Aretas the northern Transjord-

61 Jos. Ant. Iud. 13, 387-391 ; BI 1,99-102 ; St.Byz. 466, 5-7;
482, 15-16.

62 Jos. Ant. Iud. 13, 392; BI 1,103 and St.Byz. 144, 19-26.

63 Hackl et al. 2003, 39.

64 Cf. also Hackl et al. 2003, 39.

65 Cf.Tos.AJ 13,395-397; 14, 18.

66 For an overview over the historical development between
the provincialization of Syria and the early Principate, see
Hackl et al. 2003, 40-43.

67 Jos. Ant. Iud.14, 29; BI 1, 127.

68 Jos. Ant. Iud.14,121-122; BI 1, 181.

69 Jos. Ant. Iud. 14, 8-21; BI 1,123-126.

nian territories in the Moabitis.®® Agreeing to the
terms, Aretas launched military campaigns against
Aristobulos and eventually besieged his troops at Je-
rusalem.®” However, after the conquest of Damascus,
Pompey’s proquaestor Aemilius Scaurus also lead Ro-
man troops into Judaea and came to the aid of Aristo-
bulos, presumably because he offered the larger sum
and Scaurus disapproved of Hyrcanos’ alliance with
the Nabataeans. Scaurus threatened to declare the Na-
bataeans as enemies of Rome if they would not retreat
from Jerusalem. Aretas complied and thus ended the
first contact between Nabataeans and Romans with-
out major conflicts.”” Meanwhile, Pompey further
proceeded with the provincialization of Syria, which
was first governed by Scaurus. In 58 BC, Syria was
later declared as a proconsular province, governed by
Aulus Gabinius since 57 BC.”!

In the spring of 63 BC, Pompey met with Aristob-
ulos and Hyrcanos (both hoping for Roman support
to their power claims) in Antiochia and expressed his
plans to first form a military alliance against the Naba-
taeans before clarifying the situation in Judaea and to
march against Petra. Instead of adhering to Pompey’s
plan, however, Aristobulos turned his armies back into
Judaean territories. This only led to his defeat by Pom-
pey who then sent Aristobulos to Rome as a hostage
where he was eventually assassinated in 49 BC.”? Al-
though Pompey’s campaign against Petra never came
to be, he nevertheless celebrated himself as victor over
the Nabataeans during his triumphal processions in
Rome. Although remaining somewhat resistant to
acting as a subservient Roman client kingdom, the
Nabataean realm was henceforth, at least temporarily,
dependent on Rome until its annexation in 106 AD.”?

Pompey dissolved the Maccabaean kingom and
Hyrcanos was only allowed to rule over significantly
diminished territories as the Jewish High Priest. The
northern Transjordanian territories were given to the
Ituraeans and major coastal cities were now part of
the Syrian province. Major northern Transjordanian
cities that were once held by the Nabataeans (Canca-
tha, Gerasa and Philadelphia (Amman)) were incor-
porated into the Dekapolis.”*

70 Jos. Ant. Iud.14, 29-32 ;BI 1,127-129. Hackl et al. 2003, 41,
137.

71 App. Syr. 51.

72 Jos. Ant. Iud. 14, 46-48; BI 1,131-133; vgl. Cass. Dio 37, 15,
Oros. 6, 6, 1, and Plut. Pomp. 41-42, 1.

73 On Pompey’s celebration of his supposed defeat over the
Nabataeans, see App. Mith. 106; Diod. Sic. 40, 4, Plin. HN.
7,97-98 and Plut. Pomp. 45, 1-2. The status and nature of
the Nabataean realm as a Roman client kingdom is much
debated. Cf. e.g. most recently Schmid 2017; Kropp 2013a,
10-13, 41-43 and 2013b, 24-26, 31-36.

74 THackl et al. 2003, 41-42.



After Pompey returned to Rome in 62 BC, Scaurus
besieged Petra, but retreated soon after the Nabatae-
ans payed of a significant bribe.”” Scaurus’ immediate
successors as provincial governor, Marcius Philippus
(61/60 BC) and Lentulus Marcellinus (59/58 BC),
stood in no conflict with the Nabataeans. Only Ga-
binius marched victoriously against the Nabataeans
in 55 BC, presumably following continued disputes
between Judaeans and Nabataeans over Jerusalem.”®

During the Roman civil wars, the Nabataean king
Malichos I, together with Hycarnos in Judaea, quickly
supported Caesar and came to his military aid at Al-
exandria in 47 BC.”” After Caesar’s death and Marc
Anthony took control over the eastern provinces,
Antigonos, the son of Aristobulos, was able to drive
the powerful sons of Antipater, the advisor to Hyrca-
nos, Phasaél and Herod, out of Judaea with Parthian
support. In seek of protection, Herod was forced to
flee to Malichos I in Petra where he demanded the
return of the northern territories given to the Naba-
taeans by Hyrcanos.”® As the Nabataeans refused to
meet Herod’s demands, he proceeded further to Rome
where the senate declared him king of the Jews.”

After Anthony successfully pushed the Parthians
out of Syria, punitive fines from the client kingdoms
that supported the Parthian invasion were ordered —
also from the Nabataeans under Malichos I1.** How-
ever, Cleopatra VII demanded from Anthony to be-
queath her all Transjordanian territories, including
all of Judaea and Nabataea, which Anthony in part
followed.®! Cleopatra’s demands furthermore ignited
armed conflicts between Herod and the Nabataeans®,
but these remained without major consequences after
Octavian defeated Anthony and Cleopatra at the bat-
tle of Actium in 31 BC. Both Herod and Malichos I
attempted to appease the new Princeps and Malichos
I thus destroyed Cleopatra’s fleet in the Red Sea and
prevented her from fleeing.** After Herod had Hyrca-
nos assassinated, the two regional powers were flanked
by the two major Roman provinces of Syria and Egypt
and were thus at the constant mercy of Rome.

75 Jos. Ant. Iud.14, 80-81; BI 1, 159.

76 Jos. Ant. Iud.14, 103; BI 1, 178.

77 Jos.Ant.Iud.14, 128 ; BI 1, 187 and Bell. Alex. 1,1.

78 Jos. Ant. Iud.14, 370-371; BI 1,274-275.

79 Jos. Ant. Iud.14, 372-376; BI 1,276-279.

80 Cass. Dio 48, 41, 5.

81 Jos. Ant. Iud.15, 92; BI 1, 360-361. On the territories taken
from Anthony, see Cass. Dio 49, 32, 5, Plut. Ant. 36, 1-3, Jos.
Ant. Tud.15, 94; BI 1,361

82 Jos. Ant. Iud.15,111; BI 1, 366; Jos. Ant. Iud.15, 147-160; BI
1,380-385.

83 Plut. Ant. 69, 5, Cass. Dio 51, 7, 1.

84 For an overview of the time between the early Principate
and the annexation, see Hackl et al. 2003, 44-46.

Historical Context

As reward for their support, it is presumed that
Octavian returned the territories previously claimed
by Cleopatra to the Nabataeans.®* Malichos’s succes-
sor, Obodas II (formerly Obodas III), continued to
comply with Roman demands.® Such was presumably
the case in 26/25 or 25/24 BC when the Roman gov-
ernor of Egypt, Aelius Gallus, launched a campaign
into Southern Arabia and was accompanied by a Jew-
ish and Nabataean contingent. The latter was led by
the Nabataean high-ranking official, Syllaios, who was
held accountable for the disastrous outcome of Aelius
Gallus’ attempt to take territories in Southern Arabia
(most notably those belonging to the Sabaeans) result-
ing in the loss of a large number of Roman troops.*
After Augustus annexed further territories in northern
Transjordan (the Trachonitis, Batanaea and Auranitis)
that were held by local ‘Arabs’ and gave them to Herod
in 23 BC, local inhabitants revolted against the Jewish
king and were supported by Syllaios who encouraged
them to continue to take arms against Herod. With
the approval of the Roman governor in Syria, how-
ever, Herod subsequently launched a successful attack
against the Nabataeans in 9 BC.¥” Meanwhile, Syllaios
travelled to Rome attempting to defame both Herod
as well as a certain Aineias who, without Augustus’
consent, ascended to the Nabataean throne as Aretas
IV after the death of Obodas II, while Syllaios also
had royal ambitions.®® Despite these attempts and, in
part, also due to the negotiations of Herod’s envoy,
Nikolaos of Damascus, Augustus eventually accepted
Aretas IV as Nabataean king, although he first consid-
ered to bequeath Nabataea to Herod.*” Presumably,
he dismissed the idea due to the continuing internal
quarrels among the Herodians. After several unsuc-
cessful assassination attempts against Aretas IV, Syl-
laios returned to Rome in 6 BC hoping to gain the
trust of Augustus. This, however, also failed and Syl-
laios was subsequently executed in Rome.”

The events of the following years are unknown
except that Herod died in 4 BC, Augustus in 14 AD,
but Aretas IV continued to reign over Nabataea until

85 On Obodas II/111, see the recent numismatic study of
Barkay 2016.

86 Str. 16, 4, 22-24; Plin. HN. 6, 160. Graf 2016, 128-134;
Roche 2012a, 54-64.

87 Jos. Ant. Iud. 16, 271-285. This complex and intricate
episode in the history of the Nabataeans and their relation-
ship with Herod and Rome, i.e. particularly the dealings of
Syllaios and Aretas IV’s ascension to the Nabataean throne,
is covered only very schematically here. For a far more
differentiated discussion, cf. most recently Schmid 2017,
277-280; Graf 2016 and Roche 2012a.

88 Hackl et al. 2003, 44; Jos. Ant. Iud.16, 286-294.

89 Jos. Ant. Iud.16, 335-355.

90 Jos. Ant. Tud.17, 54-57; BI 1,574-577 and Str. 16, 4, 24.
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40 AD. While internal unrests were triggered all over
Judaea after Herod’s death and the Roman governor
of Syria, P. Quinctilius Varus, only succeeded to sup-
press them with the help of Nabataean forces, Aretas
has proven himself as a trustworthy ally of Rome.”" It
was also under Aretas IV that the Nabataean realm
reached its farthest extent including major Nabatae-
an settlements in the Hijaz, for example, at Dumat
al-Jandal and Medain Salih. Similar to Petra, these
sites experienced great prosperity as is archaeologi-
cally evidenced by their extensive urban development.
Particularly in Petra, major building activities date to
the late 1% century BC and early 1% century AD, thus
contemporary with the reigns of Obodas IT and Aretas
IV.2 For example, this extensive urban development
in Petra is manifested by the numerous rock-cut Na-
bataean tombs, the major temples in the city center
such as the Qasr al-Bint or the Temple of the Winged
Lions, the so called ‘Great Temple;, the presumed ba-
sileia of the Nabataean kings as well as more private,
luxurious mansions such as ez-Zantur.”

However, as Herod’s sons continued to battle each
other over his heir, the Nabataeans entered the inter-
nal Judaean conflicts after marital disputes between
Herod Antipas and a daughter of Areats IV escalated.”
Herod Antipas complained to Tiberius who then or-
dered the then Roman governor of Syria, Vitellius, to
launch a punitive attack against the Nabataeans.” Af-
ter Tiberius’ death and Caligula’s ascension to power
in 37 AD, however, Vitellius no longer pursued the
attack. Instead, after the death of Herod’s other son,
Philippos, as well as that of the Ituraean, Lysanias,
Caligula gave their lands to Herod’s grandson, Agrippa
L. Shortly after, Herod Antipas was exiled and Agrippa
gained controlled over his lands as well. In 41 AD,
the new Roman emperor Claudius also bequeathed
the territories formerly held by Herod Archelaos (yet
another son of Herod the Great) to Agrippa who thus
controlled territories similarly large as those held by
Herod the Great and which was a threat to the new

91 Jos. Ant. Iud.17, 286-296; BI 2,66-76.

92 There are, however, convincing archaeological indications
for more substantial urban activities in Petra as early as the
late 3% century BC, particularly in the (later) temenos area
of the Qasr a-Bint: Cf. e.g. Renel - Mouton 2013 and Graf
2013.

93 Cf. e.g. Schmid et al. 2012 and Schmid 2012a with further
references.

94 Jos. Ant. Iud.18, 109-112.

95 Jos. Ant. Iud. 18, 113-115.

96 Jos. BI 3, 68; Tac. Hist. 5, 1, 2.

97 For a historical overview on the political history following
the annexation, see Hackl et al. 2003, 52-59. For a more
detailed discussion on the annexation process, see e.g.
Parker 2009a; Kennedy 2004, 45-46; Fiema 2003, 43-47
and Freeman 1996 with further references. Also note that

Nabataean king Malichos II. However, Agrippa I died
already in 44 AD and his entire kingdom was subse-
quently incorporated into the Roman Empire as the
province of Iudaea.

During the Jewish revolt against the Romans in 66
AD, the surrounding client kings were forced to send
military assistance and Malichos II dutifully followed
the call in 67 AD and further supported Titus in the
siege of Jerusalem one year later.®

Nabataea under Roman Rule

Historical information concerning the events of the
mid-1* century AD until the Roman annexation of
Nabataea in 106 AD are rare and the documentary
evidence on the annexation process itself is also not
clear.”” Scholars therefore still dispute whether, after
the death of the last Nabataean king Rabbel II, the
annexation occurred peacefully or whether it was
met by armed Nabataean resistance. The incorpora-
tion of Nabataea into the new Provincia Arabia is first
documented on milestones discovered along the via
nova Traiana (following the former King’s Highway)
that extended over 430 kilometers between a finibus
Syriae usque ad mare rubrum and was constructed
between 111 and 114 AD.” The annexation occurred
during the reign Trajan. However, the emperor did
not take over the honorific title of Arabicus on his
coinage issued immediately after the annexation and
it reads only Arabia adquisita instead of capta. This
has led some scholars to believe that the annexation
occurred peacefully.”” This viewpoint has been chal-
lenged, however, as archaeological evidence in the
region, at least, points to local conflicts that were car-
ried out during the time of the annexation.'” Moreo-
ver, although dating more than a century later, there
is literary reference to the annexation process that
stands in conflict with the assumption of a peaceful
annexation: Cassius Dio mentions that the annexa-
tion troops were commanded by the then governor

there are indications that Rabbel II had a son, Malichos III,
who may have continued to control Nabataean territories
in the northern Hijaz after the establishment of Provincia
Arabia (Hackl et al. 2003, 53). However, this Malichos III
was probably disposed quickly at some point during his first
regnal year, as the northern Hijaz was fully incorporated in
the province of Arabia (cf. Fiema et al. 2015, 376).
98  Fiema 2003, 45; Freeman 1996, 113-114 and Graf 1995a, 241.
99 Bowersock 1983, 81; Spijkerman 1978, 32. Trajan did adopt
the victor’s titulature of Dacicus or Parthicus after his victory
over the Dacians during the Second Dacian War (105/106
AD) shortly before the annexation of Arabia, as well as Trajan’s
conquest of Parthia in 114 AD (cf. e.g. Hackl et al. 2003, 52).
100  See e.g. Parker 2009a and Schmid 1997. For a more recent
archaeological discussion on the destruction in urban Pe-
tra around the time of the annexation, see Horacek 2016.



of Syria, Cornelius Palma, and in the 4" century AD
Ammianus Marcellinus later alludes to the use of
force taken by the Romans against the Nabataeans.'"!
Palma most likely mobilized a substantial amount of
troops as suggested by the epigraphically evidenced
presence of the legio VI ferrata at Bostra and Gerasa
as well as the deployment of the legio III Cyrenaica
from Egypt to the Petra area directly after the annexa-
tion in 107 AD as is documented by papyri discovered
at Karanis in Egypt.'®? In addition, for yet unknown
reasons, Cornelius Palma was awarded the ornamenta
triumphalia in 107 AD, which must be associated with
Roman military action somewhere within Nabataea
during the time of the annexation.'”

After 106 AD, there is no reference to the Nabatae-
an royal dynasty or the name Nabataea and there are
no indications that members of the Nabataean aris-
tocracy were incorporated into the Roman senate.'*
This has led some scholars to suggest that the Naba-
taeans received some kind of a damnatio memoriae.'”
Although the exact reasons for this remain unknown,
this is considered at least indirect evidence for conflict.

Earlier scholars have raised this as a supportive
argument for claiming that the capital of the Roman
province - which encompassed the core Nabataean ter-
ritories in the Hawran, northern Transjordan, Edom,
the Negev and the Hijaz'" — was moved to Bostra in
southern Syria.'”” The provincial governor and thus
commander of the legions stationed in Arabia indeed
resided in Bostra, but this does not support the claim
of any ‘Era of Bostra, which is based mainly on un-
supportable and ambiguous epigraphical evidence.'®®

There is, however, ample epigraphical evidence
that, together with Bostra, Petra maintained its impor-
tant civic status after the annexation.'® Already under
Trajan, Petra was acknowledged as a metropolis of
Arabia and later, probably after Hadrian’s visit to Petra
during his travels through the Near East in 130-131
AD, the city received the honorific title of Hadriana
Petra metropolis.!° Later, between 209-212 AD, it
was probably Caracalla who granted Petra the status
of colonia. There is also further epigraphical evidence
in Petra attesting to the city’s status of metrocolonia at

101 Cass. Dio 68, 14, 5 and Amm. 14, 8, 13. There are also
three ‘Safaitic’ texts mentioning conflicts between Naba-
taeans and Romans that have been associated with the
annexation. However, this is also disputed, for example, by
Graf 1989, 376, n. 141 who raises serious doubts whether
the texts can be related to the annexation.

Cf. e.g. Kennedy 2004, 47-48.

Hackl et al. 2003, 429.

Parker 2009a, 1591; Graf 1989, 381-382 and most recently
followed by Fiema et al. 2015.

Cf. Bowersock 1988, 51-52.

E.g. Fiema et al. 2015.

102
103
104

105
106

Historical Context

some point during the 3™ century AD. Considering the
various honorifics given to Petra in the course of the 2™
and 3" centuries AD which amassed to Augusta colonia
Antoniniana nobilis ingenua mater coloniarum (or met-
rocolonia) Hadriana Petra Metropolis Arabiae, Fiema
et al. note that nobilis (distinguished) and ingenua (na-
tive/indigenous) are not attested for Bostra, possibly
suggesting that the inhabitants of Petra took particular
pride in the fact that their city’s colonial status was
bestowed “[...] without an influx of Roman citizens.”""!
The 3™ century AD is generally characterized by
deep political and economic crises throughout the
empire. Particularly the Near East was marked by the
Parthian Wars and the occupation by the Palmyrene
Empire under Zenobia (269-272).12 Petra appears
only rarely in contemporary historical sources. This
not only suggests that the region was not greatly af-
fected by these conflicts, it more importantly indicates
the decreasing political and economic importance of
the city. Reflecting the general unstable political con-
ditions of the empire, the 3 century AD marks the
decline and shift of long-distance trade routes.'* The
city’s commercial significance declined substantially
which greatly benefitted seaport towns along the Red
Sea (e.g. Aila) that prospered from the increasing sea-
borne trade with South Arabia and India. Additionally,
caravan routes between Syria and the Hijaz shifted
further east on the fringes of the vast desert areas ben-
efitting large settlements east of Petra such as Udruh
or Khirbet Jarba. With major structures being aban-
doned, there are several archaeological indications in
Petra suggesting an overall deterioration or stagnation
of urban development that reflects Petra’s declining
commercial prosperity during the later 3 century
AD.In 363 AD the city also suffered from severe earth-
quake damage from which it never recovered.'**

The Byzantine Period

As a result of several provincial reorganizations, be-
ginning with Diocletian and continuing throughout
the 4™ century AD, Provincia Arabia was finally di-
vided into two parts with Petra being the capital of

107  See Fiema 2003, 39-43 and Fiema 1988 for a critical ap-
praisal of these assumptions.

Fiema 1988.

For the honorific titles of Bostra, see Fiema 2003.
Recently on the honorific titles bestowed on the city of Pe-
tra, see Fiema et al. 2015, 378-379 with further references.
Fiema et al. 2015, 378-379.

For a recent historical overview of the Petra region during
the 3™ century AD, see Fiema et al. 2015, 383-385 and
Fiema 2003, 47 with further references.

Cf. e.g. Erickson-Gini 2010, 72-73; Fiema 2003, 50.

Cf. e.g. Fiema 2015, 357 and 2003, 49.
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Palestina Salutaris (later Tertia), which encompassed
territories in southern Jordan, the Negev and probably
also Sinai.'”® The Notitia Dignitatum lists no garrisons
south of Aila where the legio X Fretensis was stationed
and it is assumed that provincial administration did
not extend further south of Aila either.

From the 4™ century AD onwards, the regional his-
tory of the Petra region must also be set in the context
of the increasing activities of large tribal confedera-
tions in the region. In order to maintain dominance
over the province, the Byzantine Empire was now
heavily reliant on political and military alliances with
such Arab confederations, some of which were given
the status of foederati. This is particularly highlighted
when Justinian grants Abu Karib (Abochorabos), the
leader of the tribal confederation of the Ghassanids,
the phylarchy over Palestina from 529-581 AD, which
included the Petra area.''¢ Although there is no direct
literary evidence that indicates an Arab foederatus in
the region, the Petra Papyri (most likely dated to 544
AD) mention Abu Karib as the Ghassanid phylarch
who mediated a civil dispute over property rights at
Zadacathon (Saddaga).'

The introduction of Christianity in the Petra re-
gion first occurred gradually and slowly as evidenced
by the accounts of Eusebius from the early 4" cen-
tury AD stating that pagan rituals commemorating
the old Nabataean supreme deity Dushara continued
to be practiced in Petra despite the construction of
churches. Moreover, he mentions Christian pilgrims
travelling to Jabal Harun (the “Mountain of Aaron”),
situated c. 5km southwest of Petra’s city center, who
visited the spring supposedly created by Moses during
the Exodus."® In the late 4™ century AD, Epiphanius
and Sozomen also describe the mixed practice of pa-
gan cults alongside Christianity and there are indica-
tions that pagan idolatry continued even into the early
5% century AD.' By that time, however, Petra’s eccle-
siastical importance grew, particularly after it received
the status of the Metropolitan See of the Patriarchate
of Jerusalem with Johannes as the first metropolitan
bishop of Petra in 451 AD. Simultaneous to Petra’s el-
evated ecclesiastical status, there is first archaeological
evidence for church construction in Petra, including

115 On the late Roman provincial rearrangements in Arabia,
see Sipild 2009 and 2004. For a general historical overview
on Late Roman/Byzantine Arabia, see Fiema et al. 2015,
385-390, 394-395; Fiema 2003, 52-53 and Fiema 2002a,
192-195.

Procop. Pers. 1, 19, 8-13.

Fiema 2007, 316. Abu Karib also controlled regions
beyond the Byzantine provincial borders including an area
known as the phoinikon (the “Palm Groves”) (Procop.
Pers. 1, 19, 8-13) which most likely refers to the major
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the conversion of the former monumental Nabataean
‘Urn Tomb’ into a church in 446 AD, the construction
of the ‘Ridge Church’ and ‘Blue Chapel’ during the
5% — 6™ centuries AD as well as the large ‘Petra Church’
in the late 5" century AD. However, other major build-
ings in the city center continued to be abandoned.'*

In addition to the churches, monasticism is evi-
denced in Petra on top of the mountain of ad-Deir.
More importantly, however, by the late 5" century AD
a large monastic complex was built on top of an earlier
Nabataean sanctuary on Jabal Harun which included
“[...] a large church, a chapel with baptismal fonts, a
pilgrims’ hostel, and other associated structures.”'?!

As this underlines Petra’s ecclesiastical significance
in the 5" and early 6" centuries AD, the last known
bishop of Petra is already listed at the end of the 6™
century AD (or slightly later). At some point during
the 7 century AD, Petra no longer enjoyed the status
of the Metropolitan See. Although there are no spe-
cific historical references to Petra during the time of the
Persian and Muslim conquests of the Near East, the in-
vasions probably further impacted the continuing de-
cline and deterioration of the city as is indicated by the
archaeological evidence in the city center. There are,
however, Early Islamic historical accounts mentioning
the peaceful capitulation of major towns in the imme-
diate Petra area, including Udruh and Khirbet Jarba,
to the Muslim forces in 630 AD that further confirms
Petra’s decline. Archaeological evidence in the city
center suggests that Petra finally ceased to function as
an urban center by the late 7" or early 8" century AD.

The Physical Landscape of the Petra
Area

Petra’s unique geographical setting immediately
comes to mind when researching the ancient city. It is
situated in a steep valley and is therefore vulnerable to
both severe seasonal flash floods and drought render-
ing the control of its water sources and water flow vital
to maintain a safe and comfortable living environ-
ment. The relation between archaeological sites in
and around the Nabataean capital and the natural

oases in the Hijaz, including Tayma, al-Ula, Medain Salih
(Hegra), Khaybar and Yathrib (Fiema et al. 2015, 388, n.
78). Abu Karib eventually bequeathed the oases to Justin-
ian although he continued to administer the “Groves” on
behalf of the Byzantine emperor.

Euseb. On. 176, 7.

Fiema et al. 2015, 389: Epiph. Panar. 2, 51, 22, 11 and
Sozom. Hist. eccl.7, 15.

120 Fjema 2015, 374.

121 Fiema et al. 2015, 391.
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valley and its immediate surrounding. After Besangon 2010, 27, fig. 5.

landscape becomes immediately obvious. However,
rural archaeological sites beyond Petra’s urban limits
are only beginning to be contextualized more compre-
hensively with their natural environment.'*? This is a
particularly welcomed trend, as archaeological inves-
tigations of the spatial distribution of sites and the
assessment of rural Petra’s cultural landscape cannot
be divorced from natural landscape factors that often
impacted settlement strategies and further deter-
mined specific site locations and types.

The following therefore serves as a brief and very
general introduction into the environmental setting
of the Petraean hinterland as this forms the basis of a
more nuanced study on the relationship between the

122 Cf.e.g. Knodell et al. 2017; Kouki - Lavento 2013 or
Kouki 2012. Cf. also similar claims already expressed in
Kennedy 2016a.

natural landscape and the discussed archaeological
sites and features. The physical landscape description
includes information on topography, geology, past and
present climate conditions, hydrology and vegetation.

Topography

Belonging to the ‘Eastern Highlands’ of southern Jor-
dan, Petra lies between the north-south running rift
valley of the Wadi Arabah in the western periphery
of the study area, followed by the ascending ‘western
escarpment’ immediately east of the Arabah rift that
eventually opens onto the ‘central plateau” which the
Petra valley (urban Petra) is part of (F1G. 1).!** Contin-

123 For more on the topographical setting of the Petra, see e.g.
Barjous 2013; Beckers et al. 2013, 335-336 and Beckers
2012; Kouki 2012, 55-59; Besangon 2010, 39-40; Macum-
ber 2008 or Bender 1974.
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uing further eastwards, the topography then ascends
the ‘Jabal Shara escarpment’ which subsequently
opens onto the wide ‘eastern high plateau’ that extends
as far east as the major town of Udruh before shifting
into the vast desert steppe.

Within a distance of not even 20km, the eleva-
tion values of the Petra region range from c. 100m
a.s.l. along the rift valley of the Arabah in the west
to almost 1800m a.s.l. along the Jabal Shara escarp-
ment in the east. Elevation values along the eastern
high plateau drop again slightly to c. 1200 m a.s.1..
Undoubtedly, this extremely rugged topographical
setting is one of the most striking landscape features
of the Petra region.

As clearly shown in the elevation profile of the
study area (cf. F1G. 1'**), from c. 1200 m a. s.1. the land-
scape slopes steeply in a westerly direction from the
eastern high plateau down the Jabal Shara escarpment

124 The elevation profile is based on a SRTM-1 DEM (cf.

chapter 2).

Cf. Kennedy 2016a. Slope values were calculated on the ba-
sis of a SRTM-1 digital elevation model and subsequently
reclassified according to E. Farinetti’s slope classes (cf.
chapter 2) (Farinetti 2011, 17).

125

SRTM-1 elevation data.

T
756000

before flattening slightly at the level of the Petra val-
ley, which is situated at an elevation value of roughly
900m a.s.l.. The topography then continues its dra-
matic drop towards the Wadi Arabah. Apart from the
eastern high plateau, the urban center of Petra lies well
within the flattest area of the region (cf. F1Gs. 1 and 2).
A GIS-based slope map (FIG. 3) emphasizes these dif-
ficult and complex topographical conditions of the
Petra area even more as it clearly demonstrates Pet-
ra’s unique situation between ascending severe slopes
(25-45 %) in the east (Jabal Shara escarpment) and
the descending very severe slopes (=45 %) of the west-
ern escarpment.'? Particularly to the north and south-
west, however, the landscape immediately around the
city is characterized by flat plateaus (<5 %) and gentle
slopes (5-10%). This is also demonstrated in FIG. 4
depicting the major regions of the Petraean hinterland
referred to in the course of this study.'?

126 The mapped regions in FIG. 4 were drawn by the author

under the guidance of Suleiman Mohammed al-Bdul on
the basis of satellite imagery in a GIS environment, which
is most appreciated.
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Geology

The dramatic descent of the western escarpment bor-
ders not only with the immediate edge of the flatter
plateaus and gentle slopes of the central plateau north
of Petra (cf. F1Gs. 1-4), but that same border zone also
represents a dramatic change in geology:

Although the lithology varies along his topo-
graphical border zone, known as the ‘al-Quwayra’
and ‘Wadi Arabah Fault Zones, it marks the same
western transition from the sandstone formation of
the central plateau into a dominant strip of dark vol-
canoclastics running north-south across the entire
study area (F1G. 5).'* This formation is referred to by
local al-Bdul Bedouins as the ‘al-Somrah’ - the dark
stone (cf. chapter 6). In the west, the al-Somrah is
bordered by the wide alluvial and fluviatile plain of
the Arabah. To the east, the volcanic stone shifts into
the rugged Cambrian (Umm Ishrin formation) and
Ordivician (Disi formation) sandstones characteristic
of the central plateau and the Petra valley. '® Further
east, Cretaceous limestones dominate the Jabal Shara
escarpment. From there, the landscape shifts into the
marine layers of limestone, marl and phosphorites,
which characterize the eastern high plateau.'®

Modern Climate of the Petra Area

The Petra area is part of the semi-arid to arid zone
of the Levant (the arid variant of the Mediterranean
zone).'*® Main sources of moisture are Eastern Med-
iterranean cyclones shifting eastwards. While in the
alluvial lowlands of the Wadi Arabah annual rainfall
rates average at c. 50 mm with mean temperatures of
25°C (up to 50°C in the summer months), the Petra
valley enjoys mean annual rainfall rates of c. 150 mm
with an average summer temperature of 22°C and
maximum summer temperatures reaching 35-45°C.
Torrential (winter) rainfall occurs mainly in the
mountainous uplands with generally higher annual
rainfall rates along the Jabal Shara escarpment that
eventually reach 180-200 mm along the eastern high
plateau. Due to bedrock exposure, the steepness of

Cf. Kennedy 2016a, 141-145.

For a general overview on the geology and geomorphology
of the Petra area, see e.g. Barjous 2013; Beckers et al. 2013,
335-336; Beckers 2012; Kouki 2012, 55-59; Besangon
2010; Kithne — Wanke 1989, 233-234; Bender 1974.
Bienkowski 2011, 3; Macumber 2008, 9, 16; Lindner
1997a, 25.

For an overview of the modern climatic and hydrological
conditions of the Petra area, see e.g. Beckers et al. 2013,
336; Tenhunen — Kouki 2013, 60-62; Beckers 2012 and
Kouki 2012, 60-64.
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slopes and the dominant topographical relief, the Ja-
bal Shara escarpment has a high run-off coeflicient.
This also applies to the mountainous areas of the
al-Farasha and as-Stoe plains southwest of Petra (cf.
FIG. 4). Thus, particularly in the winter months (Janu-
ary and February), flash floods are channeled through
the numerous wadis and gorges during heavy rainfall
events, which discharge far into the Wadi Arabah
mainly along the Wadi Musa and Wadi as-Siyyagh.

There is also evidence of extensive deforestation
particularly in the Jabal Shara region causing soil
erosion that further impacted flood magnitude and
frequency. In addition to seasonal flash floods, the
regional spring horizon runs along the Jabal Shara
escarpment including the most important natural
springs that supplied urban Petra with water: Ain
Dibidbi, Ain Musa and Ain Braq."*!

The mean annual temperature of the upper Jabal
Shara escarpment and the eastern high plateau is c.
15°C. Along the eastern desert steppe, which begins
immediately east of the ancient settlement of Udruh,
mean annual rainfall rates drop below 100 mm.

Vegetation

Being an extension of the Sudanian and Saharo-Ara-
bian vegetation provinces, the Wadi Arabah is char-
acterized mainly by desert bush vegetation and, occa-
sionally, acacias and tamarix.'*

Along the central plateau, soils are shallow and poor
in nutrients, thus only allowing dry farming or run-off
cultivation.'* Recent archaeobotanical analyses from
the Petra region, i. e. particularly the Jabal Harun area
as well as ez-Zantur, indicate that the most common
cultivated cereal was barley. However, Juniper and
fig trees as well as oaks also grow along the gorges of
the sandstone formation of the central plateau, which
can thus be characterized as a montane forest steppe.
Also, numerous olive and wine presses found mainly
in the Beidha area are clear indications that viticulture
was practiced in addition to the cultivation of olive
trees. This is also indicated in the 6™ century AD Petra
Papyri.'** Generally, however, vegetation in the Petra

131
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Cf. e.g. Bellwald 2012.

For an overview of the modern vegetation of the Petra
area, see Beckers et al. 2013, 336; Tenhunen — Kouki 2013,
60-62; Kouki 2012, 61.

On the archaeobotanical evidence from Jabal Harun, see
Tenhunen 2016 and 2013. From ez-Zantur, see Bouchaud
et al. 2017. For more on cultivated plants in the Petra area,
see Kouki 2012, 108-109.

Cf. Nasarat et al. 2012.
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area consists mainly of Irano-Turanian shrub steppes.
At higher elevations along the Jabal Shara escarpment
and eastern high plateau, Mediterranean-type dry
woodland also thrives. Due to higher rainfall rates as
well as cooler mean temperatures, the eastern high
plateau offers the best environmental conditions for
cereal and plant cultivation. The vast desert steppe of
the Transjordanian plateau further east, however, are
not suitable for crop cultivation.

Past Climate of the Petra Area

Environmental data from the Sahara-Sahel regions
as well as from the Arabian Peninsula indicates that
climate changes grew both temporally and spatially
more variable since the Holocene wet period (c.
11,500 BP)."*> During the Late Chalcolithic and Early
Bronze Age (c. 2500 BC), regional humidity rates
reached a maximum and isotope analyses from Red
Sea corrals suggest higher summer and cooler winter
temperatures in the Near East than is presently the
case. This led to higher precipitation. Moreover, as the
Dead Sea level dropped towards the end of the Early
Bronze Age (c. 2300-2100 BC), it is assumed that
the climate grew increasingly arid. This development

135  For a far more detailed discussion on reconstructions of

past climatic conditions in the Levant, cf. e.g. Fuks et al.
2017; Biintgen et al. 2016 and Hirschfeld 2004 with further
references. Specifically on the Petra area, cf. Tenhunen -
Kouki 2013, 56-57 and Kouki 2012, 64-68, 115-121 with
further references.

Macrofossil analyses from the extended Jabal Harun area
also suggest an increased aridity of the Petra region. Cf.
Tenhunen 2016 and 2013.
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continued until the 3™ century BC. However, with the
rising level of the Dead Sea from the late 3/ early 2
century BC, humidity rates increased and culminated
in the late 1** century BC. This resulted in higher flood
frequencies, which facilitated the cultivation of cereals
and the practice of run-off agriculture. By the 1* cen-
tury BC, the regional climate were thus moister than
the present conditions. Again indicated by fluctuating
Dead Sea levels, it is assumed that rainfall rates de-
creased again during the 1% century AD, although this
is immediately followed by an increase in the 2" and
3 centuries AD. However, as speleothem isotope data
suggests, annual rainfall rates supposedly dropped
significantly by the early 5" century AD with drought
periods more common and wet periods growing in-
creasingly less frequent. Longer humid phases prob-
ably occurred during the Byzantine period as well.*
It is generally agreed, however, that by the Early Is-
lamic period (7" -9% century AD), the Petra region
experienced increased aridity and dry climatic condi-
tions prevailed. From the mid-9" century AD, the cli-
mate again grew more humid until the end of the 11"
century AD. Regional rainfall rates increased again
during the 12™ and 13" centuries as well as from the
late 17" to late 19™ centuries AD.



Chapter 2
Methodology

This study follows a strong landscape archaeologi-
cal approach, which entails the application of com-
plex and highly advanced, mainly computer-based
analytical methods ranging from spatial statistics to
GIS-based analyses. Before delving into the technical
particularities of the applied methods, a brief intro-
duction into this study’s understanding of landscape
archaeology is in order to explain the underlying ob-
jective when applying the various landscape archae-
ological methods. However, any attempt at offering
an extensive epistemological assertion of landscape
archaeology as a discipline, or of the various concepts
of landscape’ within archaeological theory would ex-
ceed the limits of this study."*” It suffices to note that
the term ‘landscape archaeology’ is frequently used
undifferentiated in archaeological contexts, often re-
sulting in an unclear understanding of the method.
For example, at least in German archaeological cir-
cles, landscape archaeology includes other archaeo-
logical sub-disciplines such as mining archaeology,
settlement archaeology, geoarchaeology and envi-
ronmental archaeology.’*® As landscape archaeology
has become a disciplinary trend within archaeological
studies in recent years, a clear definition of the method
has grown increasingly obscure. As T. Meier stated in
2010 at the first International Landscape Archaeology
Conference in Amsterdam:

Nowadays the word ‘landscape’ is in. It obviously sounds
sexy to archaeologists [...]. Does this reflect a new type of
research, a new topic in archaeology — or is it just one of the
fashionable sound bites of the new millennium? [...] The
word ‘landscape’ today at least partly act[s] as an envelope
for anything [...].**°

Landscape archaeology has become a superordinate
umbrella term for all disciplines researching the so-
cial construction of past landscapes and now also

137  For a general introduction into landscape archaeology and
a critical discussion on the application of GIS within the
discipline, see e.g. Knitter et al. 2018; Gillings - Pollard
2016; Paliou et al. 2014; Chrysanthi et al. 2012; Haupt
2012; Kluiving - Guttmann-Bond 2012; Hu 2011; O’Sul-
livan - Unwin 2010; David 2008; Conolly - Lake 2006;
Posluschny 2006; Wheatley - Gillings 2002 and Lock 2000.

138 Cf e.g. Haupt 2012, 10-11.

139 Meier 2012, 504.

encompasses originally non-archaeological research
fields.”® Although its strong interdisciplinary aspect
is clearly emphasized, giving a straightforward termi-
nological definition of landscape archaeology remains
difficult.'*! Following Haupt however, in addition to
simply highlighting landscape archaeology’s focus
on interdisciplinarity, further terminological clarity
may be gained when considering the specific research
objectives of the numerous landscape archaeological
studies. Independent of any particular methodological
emphasis, it may be argued that landscape archaeolog-
ical studies generally aim at providing further insights
into what historical geographers refer to as Kulturland-
schaftsgenese — cultural landscape genesis — which can
be generally defined as any form of landscape changes
that were caused or influenced by humans.'*

Kulturlandschaftsgenese describes the dynamic re-
lationship and interaction between humans and the
natural environment. Importantly however, while the
geographical concept of the term clearly emphasizes
the human impact on the natural environment (e.g.
by studying changes in vegetation, soil properties,
surface characteristics etc.), landscape archaeology
researches Kulturlandschaftsgenese from a profoundly
archaeological perspective, i.e. the study of past hu-
man activities within a cultural landscape through
the analysis of material culture. This study therefore
considers landscape archaeology to be the archaeo-
logical research of past cultural landscape changes
(Kulturlandschaftsgenese) with a clear focus on the
study of material culture, but also following a strong
interdisciplinary approach by drawing methods from
related fields such as ancient history, historical and
cultural geography, spatial statistics as well as comput-
er-based spatial analyses.

With this understanding in mind, the following
sets the methodological basis for this study’s land-

140  Such as “[...] [q]uartenary geology, taphonomy, the micro-
history of nature, deterministic and possibilistic approaches
to the culture-nature dichotomy, the ecological impact of
ancient economies, survey techniques, settlement structures,
communication routes [and] the social dimensions of space
and phenomenology [...]” (Meier 2012, 504).

141  Cf. also Kanitter et al. 2018 with further references.

142 Haupt 2012, 9-11.
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scape archaeological approach. It first offers a full
description of the available core physical (spatial)
landscape data, which underlie all farther-reaching
GIS-based analyses. This is then followed by a meth-
odological discussion on how this study created its
main archaeological base dataset, critically assessing
the quality of the available archaeological data pro-
vided by the various surveys and offering a thorough
site classification system devised by the author. Sub-
sequently, crucial aspects concerning the dating of
the various archaeological sites are evaluated and a
more transparent and, arguably, valid definition of the
different temporal periods evidenced in the Petraean
hinterland are presented. The next part describes the
various spatial analyses conducted in this study, in-
cluding point pattern analyses, cost-surface analyses
and visibility analyses. Each method is described in
detail in hopes of offering a comprehendible intro-
duction in the often complex technicalities of the
particular analyses. The final section concludes this
chapter with an important methodological appraisal,
critically discussing the advantages and disadvan-
tages of this landscape archaeological approach. This
should be kept in mind when proceeding to the
analytical and interpretive chapters, as the applied
landscape archaeological methodologies will not be
further explained. For any clarifications concerning
the applied landscape archaeological methodologies,
the reader may therefore refer back to this chapter.

The Core Physical Landscape Data
of the Petraean Hinterland

Any landscape archaeological study is heavily depend-
ent on the quality of both the available landscape and
archaeological information. Spatial analyses aiming at
further researching past human land use strategies are
based on physical landscape datasets. Not only can the
lack of specific datasets limit the scope of landscape
archaeological studies, the quality of the available da-
tasets can have a significant impact on the results and
their archaeological interpretations as well. Moreover,
considering the often extreme size of archaeological

143 The division of physical landscape datasets are inspired
from E. Farinetti’s study on ancient Boeotia (Greece):
Farinetti 2011, 15.

The SRTM-1 DEM is provided by the United States
Geological Survey free of charge and available for scien-
tific use at https://earthexplorer.usgs.gov/ (last accessed
19.05.2020). For more technical information on SRTM-1
elevation models, see https://Ita.cr.usgs.gov/SRTM1Arc
(last accessed 01.04.2019).
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datasets employed by many landscape archaeological
studies, determining the quality of the available ar-
chaeological data is centrally important. Before con-
cluding any archaeological interpretations, it is crucial
to reveal and discuss the available core datasets on
which farther-reaching analyses are based. The fol-
lowing therefore first presents and discusses the core
physical landscape data, which is then followed by the
critical presentation of the available archaeological
dataset in the next section.

The Core Physical Landscape Data

The relevant datasets used for this study are divided
into (1) Base data, (2) Derived data and (3) Inter-
preted data.'** The following lists all the physical
landscape data available for the Petraean hinterland
in that order.

Base Data

Belonging to the core physical landscape datasets
available for the Petraean hinterland are elevation,
geological as well as soil and land cover data.

145 There are various technical studies that compare the quality

of the ASTER-DEM and SRTM data that are mostly specific
to particular regions. For a general comparative study, see
e.g. Jacobsen 2010. For a detailed assessment on the quality
of SRTM elevation data, see e.g. Rodriguez et al. 2006.

The author would like to thank S. Iflelhorst for providing
scans of the hardcopy maps for further processing.

Many thanks are due to A. Pandazmapoo for digitizing the
geological maps.
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FIG. 7 Left: Digital hardcopy version of the available geological maps for the Petraean hinterland georeferenced in a GIS environment.
Right: Lithological information digitized after the geological maps for further spatial analyses.

This study’s elevation data is based on the freely
accessible SRTM-1 digital elevation model (DEM)
with a spatial resolution of 30 m x 30 m (F1G. 6).'** Al-
though SRTM-1 elevation data share the same spatial
resolution as the also freely accessible ASTER-DEM,
SRTM data generally have a higher resolution in terms
of elevation values and are thus preferable.'*>

All geological data is based the 1:50,000 geological
maps created by the Geology Directorate of the Nat-
ural Resources Authority of the Hashemite Kingdom
of Jordan.'* This study used the following geological
map sheets: Petra & Wadi al-Lahyana Map 3050 I &
3050 IV, Ma’ an Map 3150-I11, Bir Khidad Map 3150 IV
and Al-Quaryqira (Jabal Hamra Faddan) Map 3051 II
(FIG. 7). The Ras En Nagb geological map would have
covered the southwestern quarter of the study area.
Unfortunately, however, the map sheet was not avail-
able to this study despite several attempts to obtain it,
explaining why no geological data for the southwestern
quarter of the study area is presented. Nevertheless, the
geological information from the available map sheets
within the study area was digitized in a GIS environ-
ment for further analytical processing.'*’

148  Lucke et al. 2013, 72-76, fig. 1.17. Also see the online
version at http://books.openedition.org/ifpo/4867 (last
accessed 01.04.2021). Also see the IUCN (International
Union for Conservation of Nature) report on mapping
rangeland in Jordan from 2015.

149  Ababsa 2013, 40-41, fig. I.1. Also see the online version
at http://books.openedition.org/ifpo/4858 (last accessed
01.04.2021).

In 2013, Lucke et al. published a new and up-to-
date, nation-wide soil map for Jordan amalgamating
the various large- and small-scale soil surveys that
were previously available.'*® Although simplified, the
map is the most accurate soil map available for Jordan
(scale: 1:250,000) to date. Ababsa also published an
updated, nation-wide land cover map for Jordan at a
scale of 1:250,000 based on interpretations of Landsat
imagery of the Royal Jordanian Geographic Center.'*’
However, the low resolution of both soil and land
cover data does not permit any detailed GIS-based
analyses.!

Derived Data

On the basis of the SRTM-1 DEM the following spa-
tial datasets were derived:

A slope map depicting the different slope values of
the study area in percent. The slope values (%) were
subsequently qualitatively reclassified according to
Farinetti’s slope classification for mountain regions
(cf. F1G. 3).1%!

150  Kouki faced the same problem (Kouki 2012, 25-26). She
therefore defined wider ‘agro-ecological zones’ for the
Petraean hinterland.

Farinetti originally considered a ‘mountain range’ in
Boeotia to encompasse elevation values greater than 600 m
a.s.] (Farinetti 2011, 17). Slope values < 5% are described
as a ‘plateau’ Values < 10 % are ‘gentle slopes. Values > 10
< 25% are ‘moderate slopes’ Values > 25 < 45 % are ‘severe
slopes. Finally, values > 45 % are ‘very severe slopes’
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An aspect map (or anisotropic slope map) depicting
the azimuth (compass direction) of slopes. The aspect
map is an important base dataset for conducting cost
surface analyses such as least-cost paths.

A hillshade map displaying the elevation data of the
DEM with a 2,5-dimensional appearance and de-
picting the surface as if illuminated by low sunlight.
Hillshade maps generally serve to optimize the visual
appearance of maps only and have no analytical value.
The same applies to contour maps. Contour lines can
be calculated from the DEM at different intervals. For
representation purposes, the contour lines presented
in this study are all set at 30 m intervals.

Finally, a stream network was generated from the DEM
(F1G. 8) as the numerous wadis in the Petraean hinter-
land could not be manually digitized from the available
1:50,000 topographical maps. The locational accuracy
of the displayed wadis should therefore be considered
critically. However, as they play only a limited role for
further spatial analyses, the accuracy of the stream net-
work is adequate for the purposes of this study.

Interpreted Data

Concluding the presentation of the physical land-
scape data used for this study, the only interpretative
dataset includes first the ‘accumulated cost surface’
(ACS), which is comprised of slope values and ge-
ological formations, and represents the cost value of
traversing through the study area (F1G. 9). The ACS is
particularly important when conducting so called cost
surface analyses. The technical details of how the ACS
was generated is discussed below.'*

The Core Archaeological Data of the
Petraean hinterland

The main archaeological dataset of this study is based
on archaeological sites distributed within the defined
study area (20 km radius around Petra) previously re-
corded by various surveys in the Petra region and for
which spatial (coordinate) information is available.

152 Asthe ACS is also based on geological information, but no
respective data is available for the southwestern quarter of
the study area, the ACS is also missing data for that part of
the Petraean hinterland.

153 The data from SAAS and the BMP is derived mainly from
Smith 2010, who provides site descriptions and precise
locational information on the identified sites. However, a
far larger number (in total 1444) of mostly “small und un-
obtrusive” archaeological sites dating from the prehistoric
to modern periods have since been recorded in the vicinity
of Bir Madkhur (Kinzel 2018, 215, 229, figs. 3 and 4). As

In total, the information was provided by 14 sur-
vey projects. These include the Edom Survey (ES), the
Beidha Ethnoarchaeological Survey (BS), the South-
east Araba Archaeological Survey (SAAS), the Jabal
Shara Survey (JSS), the Archaeological Survey of the
Wadi Musa Water Supply and Wastewater Project
(WMWS), the Bir Madkhur Project (BMP)'*3, Abu-
danh’s survey of the Udruh region (Abudanh survey),
the Finnish Jabal Harun Project (FJHP), the Ayl to
Ras an-Naqab Archaeological Survey (ARNAS)**, the
Showbak-Dana L2HE Survey (L2HE), the Shammakh
to Ayl Archaeological Survey (ShamAyl)'>, the Petra
Routes Project (PRP), the Petra Hinterland Tombs
Project (PHTP) as well as the Petra Hinterland Survey
Project (PHSP).

These archaeological surveys document over 4000
archaeological sites in the larger Petra region."”® From
these, 1737 sites are situated within the study area
and date to the periods of interest forming the core
archaeological dataset of this study.””” To date, this is
the largest, and geographically most widespread, ar-
chaeological dataset to be investigated in the research
history of the Petraean hinterland (cf. chapter 1).

Generally, archaeological surveys offer important
information on past human activities in a broader,
regional context, providing a solid information basis
concerning the nature and duration of archaeologi-
cal sites. They produce a valuable dataset for further
investigating distribution patterns and assessing
cultural landscapes on a regional scale. There are,
however, important constraints to be acknowledged
when conducting research in this manner. Archae-
ological surface observations provide only limited
information on size, chronology and function of the
recorded archaeological sites. Particularly without
excavation work and/or a broader archaeological
and culture-historical discussion, survey results will
always remain preliminary. Studies aiming at further
interpreting and comparing regional archaeological
surveys face common methodological challenges re-
lated to varying survey intensities and documentation
methods, site typologies as well as chronologies. This
well-known problem is addressed in the abundant
literature on survey methodologies and is not further

these sites remain largely unpublished, they could not be
integrated in the landscape archaeological analyses.

For a critical review of ARNAS, see Graf 2015 and Banning
2013.

155 For a critical review of ShamAyl, see Abudanh 2018 and
Wasse 2017.

For more information on the number of recorded sites by
each individual survey as well as an overview of the core
literature of the separate surveys, see TABLE 1.

157 A complete list of all sites (catalogue) is given in Appendix L.

154

156



FIG. 8 GIS-based stream (wadi)
network of the Petra area.

FIG. 9 Accumulated cost surface
map of the Petra area.
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discussed here.!*® Different survey intensities and
documentation methods produce an inherent inter-
pretative bias, which must be made transparent before
conducting farther-reaching archaeological research
based on survey data. Consequently, the following
briefly presents the different methodologies used by
the various surveys of the Petraean hinterland. These
can generally be categorized into two groups: Exten-
sive and intensive surveys.

The only intensive surveys in the Petra region have
been the FJHP and PAWS/PRP that comprehensively
and systematically surveyed their respective areas by
means of pedestrian survey techniques. These sur-
veys aimed not only at exhaustively documenting all
archaeological sites ranging from the Palaeolithic to
the modern periods, but also at recording the vast
amount of surface material not directly related to the
documented archaeological sites (‘off-site survey’).*
While such intensive survey techniques provide de-
tailed documentation of an extremely large archaeo-
logical dataset'®, they are immensely costly, time-con-
suming and limited to a comparatively small survey
area. For example, the intensive survey methodolo-
gies legitimize the eight years of the FJHP’s intensive
survey and an additional two years for its extensive
survey in an area covering (in total) 6,5km? or the
three active survey years of PAWS/PRP that surveyed
an area of c. 10km?.

Such methodologies stand in contrast to extensive
survey methodologies that can cover several hundred
square kilometers. For example, ARNAS surveyed
c. 860km” and Abudanh covered 700km?* during
his survey of the Udruh region. While such surveys
document a significant number of archaeological sites
within a large geographical area, ‘off-site’ material is
often disregarded and the archaeological information
of the recorded sites remain mostly very basic. Exten-
sive surveys are often conducted under time pressure
and with only limited personnel and do not permit
more detailed pedestrian surveys of archaeological
sites and their surroundings.'®* Most surveys of the
Petra region were extensive surveys.'s2

In addition, specific research-related surveys
were conducted in the Petraean hinterland that make

158 Cf. e.g. the literature cited by Knodell et al. 2017, 630;
Wenner 2015, 11-33 or Kouki 2012, 26-29: Banning 2002;
Alcock 1995; Barker 1991; Bowden et al. 1991; Bintliff -
Snodgrass 1988 or Keller - Rupp 1983.

159 More on the respective survey methodologies of PAWS
and the FJHP, see Knodell et al. 2017, 630-634 and
Lavento et al. 2013a.

160 Cf. e.g. the 1036 archaeological ‘features’ documented by
PAWS.

no claim to have comprehensively documented all
archaeological remains in their respective study ar-
eas. For example, the Showbak-Dana L2HE Survey
formed the basis of N.G. Smith’s doctoral research
investigating Edomite social boundaries. Wadeson
and Abudanh focused only on monumental tombs
in their Petra Hinterland Tombs Project. The Beidha
Ethno-Archaeological Survey aimed specifically at
documenting evidence of ancient and modern no-
madism in the Beidha area.'®® The Petra Hinterland
Survey Project served the author’s doctoral research
purposes to the extent that previously surveyed sites
were mainly reassessed, with sites not yet identified
also being recorded. Numerous routes in the study
area were surveyed more intensively as well.

Lastly, also considered an extensive survey as it
grasps a large geographical area in the Petraean hin-
terland, is the Archaeological Survey of the Wadi Musa
Water Supply and Wastewater Project. This however,
was designed to accompany construction activities in
the area and thus was not conducted systematically as
other research surveys.

In addition to the varying survey intensities high-
lighted above, another major methodological chal-
lenge faced by studies amalgamating various survey
data, is the problem of differing site typologies. De-
pending on the region, chronological focus or scien-
tific objectives, archaeological research projects give
varying definitions of archaeological sites and follow
different criteria for assigning specific functions. This
is particularly the case when the available dataset is
based primarily on surface observations without
further information from archaeological excavation.
However, it is crucial to establish a coherent site
classification system with standardized definitions
of site types. Comparative analysis is otherwise not
possible.

After the author’s detailed re-evaluation of the ar-
chaeological and spatial data provided by the various
surveys listed above, it quickly became apparent that
one of the main methodological challenges faced by
this study was indeed the creation of a coherent site
classification system. The only survey offering a more
detailed description of site classes is the FJHP.!** Abu-

161 Cf.e.g. the critical methodological remarks on ARNAS (
Graf 2015; Banning 2013) and ShamAyl (Abudanh 2018;
Wasse 2017), particularly concerning the dating of sites.

162 These include the Edom Survey, the Ayl to Ras an-Naqab
Archaeological Survey, the Shammakh to Ayl Archaeologi-
cal Survey, Abudanh’s survey of the Udruh region, the Jabal
Shara Survey, the Southeast Araba Archaeological Survey
and the Bir Madkhur Project.

163 Although other archaeological sites were recorded as well.

164 Kouki - Silvonen 2013a.



danh also gives very brief definitions of site classes, but
in his site catalogue he lists additional site types that
were previously not defined.'®> ARNAS and ShamAyl
seem to have followed some general understanding of
site types, but do not define them and the list of the re-
corded sites’ function is often inconsistent and vague
rendering any farther-reaching analyses on this basis
impossible.'®® The other surveys do not define their
site types at all. From the few surveys that do offer at
least some indication of their defined site classes, al-
most 800 differing site types (nearly half of this study’s
entire dataset) were identified. Of these, there is no
indication whether they were recorded as the same site
type following comparable definitions. The original
site typological information provided by the various
surveys thus inadequately served this study’s compar-
ative approach.

Consequently, a rigid and strictly structured site
classification system valid for this study was created,
based on generally acknowledged site typological
definitions fitted to the archaeological particularities
of the Petra region. Effectively, this implies that every
original site description from the available surveys
was carefully reassessed and, based on the reported
archaeological information, subsequently defined as
a specific site type belonging to this study’s classifi-
cation system.’*” Only on this basis was it possible to
conduct further comparative analyses.

Although this classification system makes no uni-
versal claim and some site typological definitions may
certainly be criticized, they are clearly differentiated
and consistently followed in this study. As the site
classifications are transparent and the raw archaeo-
logical dataset of each site type is provided in the site
catalogue (Appendix I), future research can easily
appropriate this study’s data and alter it according to
differing site typological definitions if needed. How-
ever, despite this attempt to follow a consistent site
classification system, it must be stressed that, for many
sites, it remains difficult to accurately assign specific
functions.

With that in mind, the site classification system
devised for this study is catagorized in three levels
(F1G. 10). First, all discussed sites are divided into
classes belonging to the superordinate level termed
as Archaeological Evidence. These classes are titled:
Agricultural Installations, Communication Infra-

165 Abudanh 2006, 50-53. Other, non-defined site types evi-
denced by Abudanh particularly concern possible military
sites.

Cf. MacDonald et al. 2016, 14-24, table 1.8; MacDonald
etal. 2012, 11-12, table 1.2 : “Of course, the determination
of ‘function’ on the part of ARNAS team members must be
tentative at this stage of investigation. Generally, only the ex-
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structures, Exploitation/Industrial Sites, Funerary
Structures, Military Structures, Religious Structures,
Settlements, Other Structure(s) and/or Feature(s)
and Water Structures. These superordinate classes
are then broken down into subcategories comprised
of certain archaeological components to define them
more precisely. The subcategories of the various su-
perordinate site classes are:

Agricultural Installations: Agricultural Process-
ing Installations, Agricultural Storing Installations,
Agricultural Terraces/Fields

Communication Infrastructures: Caravanserais,
Road/Route Stations, Road/Route Markers,
Roads and Routes/Tracks (nagb)

Exploitation/Industrial Sites: Industrial/Ex-
ploitation Installations, Unspecified Industrial
Installations

Funerary Structures: Cemeteries, Isolated Funer-
ary Monuments

Military Structures: Fortresses, Forts, Fortlets,
Watchtowers

Religious Structures: Sanctuaries, Significant
Religious/Cultic Structures, Isolated Cultic
Installations

Settlements: (Cities), Towns, Villages, Farms,
Clusters of Buildings and Rural Mansions,

Other Structure(s) and/or Feature(s): Epigraphi-
cal Site or Locations, Find Clusters, Natural and/or
Rock-cut Structure(s) of Undetermined Function,
Structure(s) of Undetermined Function, Wall(s) of
Undetermined Function

Water Structures: Springs, Dams/Barrages, Water
Conduits, Water Storage Installations, Wells

This system was strictly followed when creating the
GIS-based database of the recorded sites. In chron-
ological order, each site is stored in the database
according to the above-mentioned site classification
system. Superordinate site classes, as well as their re-
spective subcategories, are represented by their own
distinct symbols and/or colors in the various maps in
order to distinguish them from each other. If neces-

cavation of the site in question will determine, with greater
certainty, its function” (MacDonald et al. 2012, 11). The
same remark was given for ShamAyl as well (MacDonald
etal. 2016, 14).

Note that this was not limited to the recorded sites situated
within the study area, but included all sites documented by
the various surveys (over 4000).
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sary, the digital publication of this study allows to
enlarge the various maps and figures, as there are ob-
vious practical limitations to the printed edition. The
various sites classes and subcategories are defined in
the following.

Agricultural Installations

This study groups all agricultural installations docu-
mented by the various surveys into three categories as
defined in the following.

Agricultural Processing Installations

This category includes all installations that process
agricultural products including e.g. wine and olive
presses or threshing floors. No distinctions are made
in terms of size, material or construction techniques.

Agricultural Storing Installations

In contrast to agricultural processing installations, ag-
ricultural storing installations describe structures that
could have stored agricultural products (e.g. possible
granaries) or farming equipment. This category also
includes possible structures for holding animals such
as animal pens (enclosures) or stables. No distinctions
are made in terms of size, material or construction
techniques.

Agricultural Terraces/Fields

An agricultural terrace is defined as an artificial plane
of soil created along slopes to decrease soil erosion and
control surface water runoff that facilitates the culti-
vation of crops that necessitate sufficient irrigation.
Agricultural terraces are supported by terrace walls.
Mostly, a series of several terraces are successively cut
into slopes, thus creating the impression of large, elon-
gated steps. As the main purpose of an agricultural
terrace is to retain water and manage controlled water
flow for the irrigation of crops, terraces are often inter-
changeably referred to as barrages (cf. below).!*® Spe-
cifically concerning terrace walls, this study does not
differentiate in terms of measurements, material or
construction technique. Agricultural terracing is only
one landscaping technique commonly used to create
agricultural fields in hilly or mountainous terrain.'®
Thus, an agricultural terrace is simply a specific type

168 Cf.e.g. also the FJHP’s definition of “barrage and terrace
wall systems” which fall under the larger category of “hy-
draulic structures” (Kouki - Silvonen 2013a, 342).

169 For good examples in the Near East, see e.g. Friedmann
2013; Bruins 2012; Newson et al. 2007 Evenari et al. 1982;
Bruins 1986 and Mayerson 1962.

The Core Archaeological Data of the Petraean hinterland

of agricultural field that is generally defined as an area
of land used for the cultivation of crops — independent
if situated along slopes in the form of terraces or in
flat, open terrain. Agricultural terraces and fields are
therefore grouped into one category.

Communication Infrastructures

This study describes all archaeological sites and fea-
tures related to ancient travel under the generic term
communication infrastructures. While these include
roads as well as smaller routes/tracks, they also en-
compass road- and/or route-side structures (caravan-
serais and road/route stations) functioning as lodg-
ings or relay stations for individual travelers as well
as larger groups. Communication infrastructures also
include road/route markers that were erected along
roads and/or routes to guide the way for travelers.

Caravanserais

By the Hellenistic period the caravanserai was an es-
tablished and well-known institution that provided
large groups of travelers (mostly merchants but also
pilgrims) lodging opportunities along their journeys.'”
Caravanserais are isolated structures and situated along
main communication lines. Structurally, a caravanserai
is characterized as a large, rectangular or square build-
ing with thick exterior walls. Numerous interior room
compartments are arranged around the exterior walls
and a large, open courtyard that forms the center of the
caravanserai. The courtyard was accessed by a main
gate. In addition to accommodations for travelers, a
caravanserai also provided sufficient water supply,
kitchen areas, stables and occasionally also baths.

Two examples from the Negev desert along the Pe-
tra-Gaza road (cf. chapter 6) highlight the character-
istics of caravanserais as defined in this study nicely:
Moyat ‘Awad and Shaar Ramon ("En Saharonim),
both dating to the 1% century BC and associated with
Nabataean long distance trade.!”* While the structure
at Sha'ar Ramon only consists of the caravanserai it-
self, the site of Moyat Awad also encompasses a fort
and associated agricultural fields. Both caravanserais
are square in shape measuring approx. 40 x 40 m with
regularly set rectangular rooms aligned around a large
central, open courtyard. Both structures are built in
open plains with high ground water.

170  Scholarly literature on ancient caravanserais is vast.
However, this study’s definition of a caravanserai is largely
based on Thareani-Sussely 2007.

171 Cf. e.g. Erickson-Gini - Israel 2013, 39-41, 44-49.
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Road/Route Stations

Road/route stations are also isolated structures situ-
ated along roads and routes. In contrast to caravan-
serais however, they are considered here to be signif-
icantly smaller. Although they are mostly rectangular
structures, their architectural layout can be far more
diverse. Road/route stations mainly served as admin-
istrative control points or relay stations for resting
and/or changing beasts of burden but also, although
uncommonly, could have offered accommodation for
travelers. They could have supplied travelers and ani-
mals with water and food along their journey as well.
Road/route stations can be difficult to distinguish
structurally from fortlets (see below).

Road/Route Markers

This category describes all infrastructural installations
for navigating along roads and routes/tracks. No dis-
tinction is made in terms of material, size, date or type
of markers. For example, road/route markers can be
simple stone cairns (so called alamat) placed along
the way, simple signposts, or Roman milestones.'”

Routes/Tracks (naqgb)

The term ‘route’ can be understood both in a practical
as well as in a more abstract sense. While in its more
abstract use, the term can express a means or method
of achieving something, the main definition is

[...] a way or course taken in moving from a starting point
to a destination; a regular line of travel or passage; the

course of a river, stream etc. Also: a means of passage; a

way in or out!”

The understanding of “way or course,” however, is
very general and is not defined in its physical sense.
The definition does not specify any characteristics
in terms of construction, measurements, function or
infrastructural installations associated with it. This
very general meaning of the term, as a means to travel,
from one point to the other is indirectly also suggested
by Earl’s definition of ‘routes of movement, a simple
typology (based on ethnological as well as archaeo-
logical evidence) of basically three different types of
routes.”” These ‘routes of movement’ can be defined
by their physical appearance, level of construction
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Cf. Riemer - Forster 2013, 43-44.

Cf. “route, n.1” OED Online. December 2016. Oxford Uni-
versity Press. http://www.oed.com/view/Entry/168077rs-
key=VZnL]D&result=1 (last accessed 06.04.2021).

Riemer — Forster 2013, 28; Earl 2009, 255.

Earl 2009, 255, table 12.1. For his definition of a road, see
the section below.
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and the human effort exerted as well as environmen-
tal constraints, from which primary functions can be
deduced. Earl differentiates between three types of
routes: paths, trails and roads.'”

According to Earl, a ‘path’ is only used for local
logistical purposes, but is not subject to any seasonal
constraints. Its level of construction is set at an abso-
lute minimum and is mostly just a beaten dirt path.
Therefore, the path is trafficked only little.

Earl’s ‘trail, can be used on a regional scale and
can cover long distances, but may be dependent on
seasonal weather conditions. Although its level of con-
struction is relatively low, the trail can accommodate a
moderate amount of traffic. Its primary function can
be logistic or even ceremonial.

Ginouves defines the French route in the same
sense what this study considers to be a road (see be-
low). However, his sentier is a rural path and/or track
(according to Ginouves both terms have the same
meaning) that allows human and animal travel only,
but cannot support vehicular traffic.'”® Ginouves’
definition is therefore comparable to Earl’s ‘trail.

Specified as the term ‘track’ (nagb - being the
Arabic translation)'”’, this study accepts the defi-
nitions of ‘trail’ and ‘sentier’ presented by Earl and
Ginouves with some modifications: The spatial ex-
tent of a route/track (nagb) can be local, regional
as well as supraregional. The primary functions of
routes/tracks (nagb) were multitude and they could
have served logistic, ceremonial, economic and even
military purposes. The major difference to a road is
the comparatively low level of construction of the
various routes/tracks (nagb), which seems to re-
spond directly to the natural landscape conditions.
For example, while the via nova Traiana (see below)
runs along the comparatively flat eastern high plateau
east of the Jabal Shara mountains in a general north-
south direction, the presented routes/tracks (naqb)
connect the immediate Petra area with the more
extended hinterland to the north, south and — most
importantly — west.'”® Particularly the areas west of
Petra towards the Wadi Arabah are characterized by
steeply declining and extremely rugged terrain, that
does not allow any larger road constructions. In the
study area, the routes/tracks (nagb) do not support
vehicular traffic.

176 Ginouves et al. 1998, 192. In contrast, a chemin is

translated as a ‘(secondary) road’ (Ginouves et al. 1998,
191-192).

In this study, ‘track’ is equated with ‘route’ Both terms
are therefore used either interchangeably or referred to as
route/track (nagb).

Although on the way from Shawbak southwards, the via
nova runs almost on the Jabal Shara escarpment.
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Routes/tracks (naqb) are generally not paved and
only 1-2m wide.'” Particularly in steeply declining
terrain, the routes are secured by approx. 0,5m high
dry stone walls as can still be partly seen along Nagb
ad-Dabe or Naqgb Slaysil quite nicely (cf. chapter 6).
Despite this comparatively low level of construction,
some of the routes/tracks (nagb) connecting Petra
with its wider hinterland to the west are important
trade routes that connected the city with the Medi-
terranean Sea.

Roads

Establishing a clear functional distinction to
routes/tracks (nagb) is not straightforward, and the
archaeological evidence does not always allow for a
clear identification. The Latin term via (the Greek
086¢) generally refers to communication lines for hu-
man, animal and vehicular traffic connecting at least
two points. The term is applied in both an urban as
well as a rural context and can therefore be translated
as both ‘street’ (for the urban sense) and ‘road’ (for
the extra-urban context).'® Ginouvés associates the
Latin, via, with the French route '*'(translated as the
English ‘highway’ or ‘main road’), which he defines as
a communication axis between towns and villages. He
also distinguishes a chaussée (also translated as ‘main
road’) being a lateral road permitting travel to larger
distances and showing different techniques of sur-
facing to facilitate travel. These surfaces were mostly
beaten soil, but also include fills of gravel or ballast as
well as stone pavements.'®

According to Earl, a road runs on a local, regional
as well as long-distance scale and could be used daily,
seasonally or periodically. Compared to his definition
of paths and trails, Earl characterizes a road by its rel-
atively large width and a high level of construction

179 Cf. e.g. van Tilburg’s definition of ‘mountain roads’ (van
Tilburg 2007, 16-18).

Ginouves et al. 1998, 178, 191: the term is then further
specified: See e.g. via publica, via vicinalis, via privata, via
communis or via militaris etc. For another overview of the
different types of viae, see van Tilburg 2007, 7-9.

181 Not to be confused with the definition of the ‘route’ given
above.

Ginouves et al. 1998, 180, 191-192. Ginouves et al.

1998, 180 also claims that the nature of road pavements
may reveal information on the significance of the road :
“Ceest le dallage qui constitue le systeme le plus solide;

les plaques de pierre peuvent étre disposes dans une pose
ORTHOGONALE (en files perpendiculaires aux bords de la
chaussée)/OBLIQUE (dans ce cas les files en diagonale ne
sont pas attaquées en méme temps par les deux roues, ce qui
devait atténuer la force des cahots).”

However Earl 2009, 267 elaborates that while a road’s
major function was also economic, they “[...] were not
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effort. The primary function can be ceremonial, mil-
itary and economic.'®®

Following these definitions, this study considers a
road to be a way for connecting at least two points on
a local, regional and/or supraregional level. In con-
trast to the routes/tracks (nagb), a road mostly stands
out due to its high level of construction in the form of
(two-sided) curbstones, well-constructed surfacing
that supports human, animal as well as vehicular traf-
fic and, specifically for Roman roads, potentially also
certain road markers such as milestones.'** Admit-
tedly, this definition seems to emphasize the military
character of particularly Roman roads, the main pur-
pose of which was to facilitate the movement of troops
and connecting military colonia, although also serv-
ing economic and administrative purposes. In the
study area, the most prominent example of a road
following this definition is the via nova Traiana (cf.
chapter 6). Compared to smaller routes/tracks and
(nagb), the via nova Traiana is paved and sometimes
shows curbstones on both sides of the road. Addition-
ally, Roman milestones either found along the visible
remains of the road or suggesting the course of the via
nova are also good indicators of the infrastructural
significance of the road.'® However, the via nova ap-
pears to be the exception as, for example, the Darb
ar-Rasif shows. This road runs along the Jabal Shara
escarpment in the immediate Petra area, presumably
being the major supraregional north-south running
road already in the Iron Age and, most importantly, in
the Nabataean period as well. Despite its economic
importance for the region at the time, the Darb ar-Ra-
sif was not paved and, at the most, only had gravel
surfacing with curbstone walls approx. 5m apart. The
physical appearance of the road seems to have been
nothing more than a via glareata or via terrena with-
out any official road markers.'*® Examples of other

built for economic integration prior to the establishment

of mercantile states. As long as transport was primarily by
foot, horses, or watercraft, goods could be moved without
the major improvements associated with roads |[...]. The
economy as a source of power simply did not require the
development of roads prior to the much higher volumes of
trade associated with integrated markets.” Cf. also Riemer
- Forster 2013, 28. Earl’s emphasis on the potential cere-
monial significance of roads may be specific to certain time
periods or particular functional contexts.

There are also land markers along routes/tracks (nagb) as
well.

For a detailed description of the via nova Traiana in the
study area, see Graf 1995a.

According to van Tilburg 2007, 15, a via terrena is simply
an unpaved road (in contrast to the paved viae munitae

or viae stratae). In reference to the Darb ar-Rasif, see Graf
1997, 273.
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Roman roads in Syria and northern Jordan as well as
in North Africa have been characterized as mere
‘pistes aménagées, although accompanied by mile-
stones.'®” Nevertheless, the main physical difference to
routes/tracks (nagb) is the comparatively better and
more extensive construction as well as its larger di-
mensions to support more traffic (including vehicles).
Furthermore, it can be argued that the construction of
aroad follows a tangible concept and a primary func-
tion, while routes/tracks seem, but not necessarily
must, be multifunctional.

Exploitation/Industrial Sites

This category describes all sites relative to the ex-
ploitation of natural resources and the production
of goods of commercial value. The latter include all
tangible products that were manufactured and sub-
sequently made available for further individual or
commercial use.

Industrial/Exploitation Installations

Industrial/exploitation installations include all sites
that (a) exploit natural resources for commercial and
utilitarian purposes such as clay pits, copper mines or
stone quarries and (b) further process these exploited
resources to produce commodities, including e. g. ce-
ramic workshops as well as possible metal smelting
sites. Sites where it can only be assumed that they had
an industrial function fall under ‘unspecified indus-
trial installations.

Funerary Structures

In the Petraean hinterland, the archaeological evi-
dence for funerary structures is manifold. It encom-
passes Nabataean rock-cut facade tombs, monumen-
tal hypogea, shaft tombs, burial cairns as well as simple
pit graves. These funerary structures could be further
categorized into more detailed typologies. The follow-
ing classification reflects the different burial types well
and is archaeologically informative without delving
into typological details.

The Petraean rock-cut facade tombs are the most
well-known Nabataean funerary monuments. Carved
into the natural sandstone, the monumental fagades
show both Graeco-Roman as well as ancient Near
Eastern architectural designs and frame the entrance
to a rock-cut burial chamber. The facade tombs have

187 Graf 1997, 272-273,n.17 and 24.
188 (Cf Wadeson 2010, 54.

attracted much scholarly attention and were further
classified into eight different types.'® Incorporating
such detailed typologies into the presented analysis
of rural funerary structures would entail a far more
differentiated and detailed study of the facade tombs,
requiring an independent and comprehensive study
of these funerary monuments which would overreach
the scope of this study.

Hypogea describe monumental underground bur-
ial chambers with several burial loculi. Most likely,
these structures also had monumental superstructures
marking the location of the tombs in the landscape.

Shaft tombs consist of a rectangular shaft cut into
the natural bedrock surface giving access to one or
several communal burial chambers that may include
individual loculi. Shaft tombs are not built, but com-
pletely rock-cut and are generally less monumental.
They only very rarely show evidence of superstruc-
tures. The main difference between shaft tombs and
hypogea is that shaft tombs are accessed only by the
rock-cut shafts while the burial chambers of hypogea
are accessed by built corridors or staircases.

Burial cairns are simple stone piles of varying
width and height mounded over a simple burial.

There are also simple pit graves in the study ar-
ea.'” Most often, these are rock-cut, but are also
simply dug into the ground. Rock-cut pit graves are
characterized by a single rectangular grave shaft of
varying size and depth. In contrast to a shaft tomb,
they do not give access to a larger burial chamber (al-
though in most cases, this is impossible to determine
without excavations). Depending on their depth, they
instead only hold single, or in some cases also several
burials laid on top of each other, separated by stone
slabs. The earthen parallel to this simple burial type
is often lined by natural stone slabs or, more rarely,
by ashlars.

To better manage the funerary structures re-
corded by the various surveys, the burial types men-
tioned above were further categorized by site density
and location and were thus fitted into the following
categories:

Cemeteries

In contrast to isolated funerary monuments, a cem-
etery is simply defined as a spatial concentration or
cluster of funerary structures within a limited area.
The burial type is irrelevant. It is common that only
one type of funerary structure is documented within

189  Wadeson 2012a, 101-103; Perry 2002, 266. Note that the
FJHP refers to these as “shaft graves” or “grave pits” (cf.
Kouki - Silvonen 2013b, 302, 314-315, n. 5).



cemeteries. However, they may also consist of differ-
ent types of funerary monuments as well.

Isolated Funerary Monuments

All single funerary structures that are spatially isolated
from other funerary sites are referred to as ‘isolated
funerary monuments. These are (a) facade tombs,
(b) shaft tombs, (c) burial cairns, (d) hypogea and
(e) simple pit graves (cf. definitions above).

Military Structures

As Jordan has some of the best examples of Roman-
Byzantine fortifications in the Near East, numerous
previous studies offer varying detailed typologies of
these military structures.' Despite such distinguished
scholarly focus on the country’s Roman-Byzantine
military architecture, giving a precise definition of
military structures for this study is nevertheless diffi-
cult. Most of the presumed military structures in the
study area are identified based on surface observations
alone. This is problematic as the presumed military
character of the documented sites often overshad-
ows possible different or additional functions of the
structures.'”! Additionally, previous works on Jordan’s
ancient military structures and organization have
naturally focused strongly on the analysis of military
structures dating to Roman-Byzantine periods. The
discussed sites were therefore referred to by their ap-
propriate Roman-Byzantine terminologies and their
inherent functions. However, dealing with pre-Ro-
man military structures as well, one should be care-
ful not to follow a too Romanized typology for these
structures.'”? A universally applicable classification of
military sites — independent of specific periods - is
favorable. Therefore, based on site size, architectural
and structural layout as well as site location, four types
of military structures are distinguished.

190  For example, cf. Kennedy 2004; al-Khouri 2003; Fiema
1995; Gregory 1997a and Gregory 1997b as well as Greg-
ory 1995; Parker 1995; Kennedy - Riley 1990; Lander
1984. Cf. also Castro 2018.

Cf. Findlater 2002, 139-140, who, for example, doubts the
purely military function of Jurf al-Darawish.

Roman military sites often re-used older Nabataean mili-
tary structures (e. g. Kennedy 2004, 26).

Cf. Ginouves et al. 1998, 21.

Kennedy 2004, 26, 154-159 and 178-179.

Cf. Reddé 2015, 137. For examples of structures referred to
as small forts in the extended study area that are only slightly
larger than 0,1 ha, see the Late Roman quadriburgia in the
Wadi Arabah: Gharandal measuring c. 0,13 ha (Smith 2010,
33-34; Kennedy 2004, 209-211), Bir Madkhur measuring c.
0,11ha (Smith 2010, Kennedy 2004, 213) or Yotvata measur-
ing 0,16 ha (Davies — Magness 2015; Smith 2010, 30-32).
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Fortresses

This study defines a fortress as a very large, rectilin-
ear structure of purely military function enclosed by
a substantial defensive wall with gate(s) giving access
to the structure’s interior.'”> The walls are equipped
with interval and/or corner towers. Within the walls,
there are also various structures of specific functions
serving the daily needs of the military units within
the fortress. This category corresponds to the Ro-
man castrum (Greek xdotpov). In a Roman context,
fortresses are defined to have accommodated a com-
plete legion. The only legionary castra in Jordan can
be found in Udruh and al-Lejjun (both measuring
between c. 4-5 ha), which are of Late Roman date
(4™ century AD) and accommodated a maximum of
c. 2000 men." Fortresses are at the center of a larger
communication network of military structures.

Forts

Forts are smaller variants of fortresses and have var-
ying dimensions (c. between 0,1 and 2 ha).'*® They
feature defensive walls, which may be equipped with
interval and/or corner towers. Their primary function
was accommodating a significant number of troops
such as auxiliary units or legionary vexillationes. Sim-
ilar to fortresses, structures are also to be found in the
interior of forts serving the practical needs of the sta-
tioned units. This category corresponds to the Roman
castellum (Greek oxUpwpa, polplov or yapoa§).'
Forts are situated along major roads/routes and are
an integral part of a larger communication network
of military structures.

Fortlets

A fortlet is significantly smaller than a fort (c. 0,01 -
0,1 ha), but noticeably larger than a simple watchtow-
er.!”” Its defensive structures are less substantial than

196  Ginouves et al. 1998, 21. The best preserved example of a
Roman fort in Jordan (and arguably in the entire Roman
Empire) is Qasr Bshir. Additionally, several forts were
recently excavated in Jordan including castella at Umm
al-Jimal, Qasr al-Hallabat, Da ajaniya and Humayma
revealing more detailed information on the layout of these
forts. Other known Roman forts in Jordan are e.g. Umm
al-Quttein, Khirbet Khaw, Qaryat al-Hadid, Khirbet Ain,
Tell Faysal and Bir Madkhur (cf. Kennedy 2004, 26). Ex-
amples of Hasmonaean-Nabataean forts in the Negev can
be found at Horvat Maagurah of Nessana (Erickson-

Gini - Israel 2013, 34 and 39). Note that Roman burgi,

for example known from En Boqeq, Israel (Gichon 1993),
would also be considered as a fort in this study.

Cf. e.g. the late 2" - 4" century AD centenaria discussed by
Mattingly 1995, 164-166 in Tripolitania.
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that of a fort. It may have internal divisions for accom-
modating a small number of auxiliary units that were
responsible for surveilling and policing the immediate
surroundings. This category corresponds to the Ro-
man castellum or centenarium (Greek gpoipilov or
épupdtiov).'*”® Fortlets are often situated along roads
and routes, but can also be positioned in more isolated
areas. They are an integral part of a larger military
communication system.

Watchtowers

This study defines a watchtower as a small structure
located in a prominent position in the landscape (e.g.
on hilltops, ridges, ledges or slopes) commanding a
good, far-reaching view over its surroundings. Watch-
towers stood in visual contact with other military and
non-military structures as well as roads or routes.'*
Their primary function was therefore surveillance. This
category corresponds to the Latin turris or specula and
the Greek wipyog or @purtéplov.’® For identifying a
structure as a watchtower, the layout is not decisive, al-
though the majority of the considered watchtowers are
rectangular structures. The structural remains of the
presumed watchtowers often suggest well-built, once
high-standing structures with thick walls to serve po-
tential defensive purposes and to optimize visual com-
munication with other structures. However, there are
also examples of simple stone structures that are not
substantially built, but also referred to as watchtowers.

Religious Structures

Within the urban limits of Petra, various religious
structures have been of major scholarly focus. Starting
as early as G. Dalman’s seminal work on Petra’s rock-
cut sanctuaries, Petras religious ‘cityscape’ has caught
immediate archaeological and historical attention, ex-
emplified by the large excavation projects at the ‘Tem-
ple of the Winged Lions’ or the Qasr al-Bint.** The
multitudes of Nabataean cultic niches (often with rock-
carved baetyli) in Petra were also subject to detailed
archaeological analysis. Outside the urban limits of
Petra, rural religious structures were discussed and set
in their cultural context as well. More comprehensive

198 Cf. Ginouves et al. 1998, 21 with n. 19 and 20.

199  Cf. e.g. Abudanh 2006, 137-138.

200 Ginouves et al. 1998, 25 with n. 81.

201 On the ,Temple of the Winged Lions) see e.g. Hammond
1986. On the recent excavation results of the Qasr al-Bint,
see Augé et al. 2014. Also see Joukowsky 2017, Joukowsky
2007 and Joukowsky 1998 for the excavation results of the
so called ‘Great Temple’ in Petra. The interpretation of this
major structure in Petra’s city center as a temple has been
extensively debated and questioned in the past.

works on Nabataean religion have contributed greatly
to the understanding of Nabataean religious behavior
in general % It could therefore be expected that a pre-
cise terminology of the various religious structures in
the environs of Petra has been established. However,
there is an inconsistent and variable use of specific
terms within scholarly discussions (e. g. the seemingly
arbitrary and often synonymous use of the terms ‘sanc-
tuary’ and ‘temple’).?® This is also because there are
various structural characteristics of particularly rural
Nabataean religious structures, thus making an all-en-
compassing definition of terms difficult. It is therefore
necessary to introduce a structured and consistent cate-
gorization of the religious structures that are dealt with
here. In order to do so, one must first address the main
question concerning the religious nature of sites: What
are the indicators for recognizing a site as religious
(sacral)? There are various structures and installations
that can be set in a religious context. These include ma-
jor religious/cultic buildings such as temples, churches
or mosques, which may or may not be associated with
other religious infrastructures. Other religious struc-
tures and features are shrines or chapels, installations
for ritual banqueting, cultic niches, representations of
the venerated deity, stelae or cultic inscriptions. Such
religious sites, however, are set in varying religious
contexts and thus carry different religious meaning.
To better grasp the various nature of these religious
structures, this study further divides them into three
categories regarding their physical appearance, which
combines two major aspects: locational context (do the
religious structures appear in groups, thus forming a
complex or are they isolated?) and construction effort
(are religious structures monumental architectures or
more modest structures?). On this basis, the recorded
religious structures in the Petraean hinterland were
classified as ‘sanctuaries, ‘significant religious/cultic
structures’ and ‘isolated cultic installations’

Sanctuaries

A ‘sanctuary’ is generally defined as a sacred area or
complex. Such sacred areas and complexes include at
least several structures and/or installations for ritual
observances implying the worship of a deity by a large

202 Such as the works of J. F. Healey (Healey 2001) and P.
Alpass (Alpass 2013).

Cf. most recently Wenning 2017, 109-115. Also consider
the proceedings of a workshop on the archaeology of
rituals in the Nabataean World, held at the Institut francais
du Proche-Orient in Amman in 2015 and published in
Durand - Tholbecq 2017. Particularly in this context:
Tholbecq 2017a and 2017b, 41-43.
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group of cult practitioners. Sanctuaries are easily ac-
cessed by processional ways** and may or may not
have large cultic architectures as well as other ritual
infrastructures such as ritual banqueting installations
(tri- and biclinia, stibadia), water installations for cult
purposes or associated cultic niches.?®® The ‘seat of the
deity’ in form of an altar (the Nabataean motab) are
within a sanctuary’s precincts.

Nabataean ‘high places’ in Petra are categorized as
sanctuaries: These include an altar (motab), a cistern
as well as a functioning water system with further
channels and basins that was most likely used for
ritual practices conducted at the high places as well as
installations for enabling the gathering of cult practi-
tioners in form of rock-cut or built clinai.*® Promi-
nent examples of such high places in Petra are e. g. the
structures on the Jabal al-Khubtah or, more famously,
those on top of the Jabal al-Madhbah referred to as the
Zibb Atuf or simply as the ‘High Place®”’

As typical Graeco-Roman temenoi, however, the
sanctuary as defined here does not necessarily have to
be architecturally defined. For example, according to
L. Nehmé, Nabataean high place sanctuaries in Petra
consist of “[...] numerous elements of different types,
both rock-cut and open-air”**® Nehmé further states
that the Nabataean term MHRMH comes closest to
the Graeco-Roman temenos, which can be defined as
a spatially defined enclosure around sacred installa-
tions dedicated to a certain deity. Simply put, the Na-
bataean MHRMH is considered as a loosely defined
‘sacred place”” Wenning also highlights the varying
structural appearance of Nabataean sanctuaries and
finds confirmation of this already by Dalman, who
may be quoted in length here as well:*'°

Die Bezeichnung ‘Heiligtum’ habe ich geglaubt nur da an-
wenden zu diirfen, wo eine ganze Gruppe von sakralen
Objekten zusammen zu gehdren schien. Als solche Objekte
nenne ich heilige Steine, Nischen mit Pfeileridolen, heilige
Zellen, Schalenvertiefungen, Lustrationsbassins, Opfer-
mabhlstdtten [...]. Allgemein giiltige Vorschriften fiir die
Herrichtung der Heiligtiimer kann es nicht gegeben haben;

204 Alpass 2013, 66-68.

205  Specifically on Nabataean stibadia in Petra, cf. recently
Tholbecq 2018. On Nabataean tricilinia, cf. recently Du-
rand 2017 and Charloux et al. 2016.

206 Wenning 2007 and Wenning 1987; Schmid 2001, 377;
Nehmé 1997a, 1035-1036.

207 Alpass 2013, 68-73; Schmid 2001, 377.

208 Nehmé 1997a, 1035.

209 Nehmé 1998, 66. However, note that Nabataean sanctuar-
ies do not necessarily always have to be referred to by this
term as stated by Tholbecq 2011a, 315.

210 Wenning 2017 and 2007, 257: “Denkt man bei ,, Heiligtum*
vielleicht zuerst an Tempelbezirke, so iiberwiegen in Petra
bei Weitem die ganz andersartigen Clan-Heiligtiimer [...].”
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denn nicht zwei sind darin gleich [...]. Das gottesdienstliche
Bediirfnis scheint das einzige gewesen zu sein, was feststand.
Man bedurfte einer Moglichkeit, vor der heiligen Handlung
die notwendige Lustration zu vollziehen, eine Vergegenwiir-
tigung der Gottheit, angesichts deren die Schlachtung statt-
haben, vor der Spenden ausgegossen werden konnten, eines
Ortes fiir aufzustellende Weihegaben und eines Platzes zum
Opfermahl unter freiem Himmel oder auch zum Schutz vor
Sonnenglut und Regen in einer gedeckten Felsenkammer
[...]. Eine heilige Cella mit Idol gehért so wenig zum not-
wendigen Bestand eines Heiligtums, als die Opfermahl-
statte bedeckt sein mufS. Im Gegenteil diirfte die Anlage
unter freiem Himmel das Urspriingliche und Bevorzugte
gewesen sein [...]. Daf die Grenzen der heiligen Stdtten fiir
die Nabatdier von Bedeutung waren, ist anzunehmen; aber
nirgends treffen wir eine besondere Bezeichnung derselben
[...] und wenn man ihre besondere Angabe fiir tiberfliissig
hielt, muf§ man die durch die natiirliche Gestalt der Um-
gebungen eines Heiligtums dargebotenen Andeutungen fiir
hinreichend gehalten haben.*!!

Giving a uniform definition for a ‘sanctuary’ is seem-
ingly extremely difficult, particularly when dealing with
rural structures.”'? Highlighting the structural variance
of sanctuaries, one may compare, for example, the
sanctuary of Isis in the Wadi Abu Olleqah, the small
high place sanctuary of ad-Dahunne Slaysil and the
Nabataean sanctuary of Jabul Harun. The common
denominator of the various appearances of ‘sanctuar-
ies’ seems to be, particularly for sanctuaries of the high
place type, first, their prominent location on higher
mountaintops accessed by processional ways and the
inclusion of various cultic structures and installations
being an integral part of the ‘sacred place, thus offering
the possibility of mass-worship of the venerated deity.

Significant Religious/Cultic Structures

Belonging to the category of ‘significant religious/cul-
tic structure’ are all major religious/sacral structures
of a specific architectural form. These structures may
be incorporated into a larger sacred area or complex
(sanctuary) with further cultic infrastructures and

Dentzer 2010, 165 also mentions the problematic definiton
of a sanctuary in a Nabataean context: ,On appellera

ici «sanctuaire» un ensemble regroupant des éléments
d’installations cultuelles de nature, de taille et de fonction
différentes [...]. Dans le contexte nabatéen ce terme ne peut
étre réservé aux formes les plus monumentales, correspon-
dant a de véritables programmes architecturaux.”

211 Dalman 1908, 67-69.

212 Tholbecq 2011a, 314. Cf. also Schmid 2016, 68 stating that
parallels among Nabataean sanctuaries or temples “[...]
become less pronounced when instead of ‘official’ represent-
ative temples, tribal shrines, sanctuaries or places of worship
are taken into consideration.”
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installations.?’®> The association with other cultic

structures or installations is not necessarily a prereq-
uisite. Significant religious/cultic structures can also
be in a more isolated context and may therefore also
include smaller temples, village churches or desert
mosques. In a Nabataean context, the difference be-
tween a temple and a sanctuary is also highlighted
by the usage of different terms in Nabataean texts:
In contrast to the Nabataean MHRMH (cf. above), a
temple was always referred to as BYT - the “house of
the deity”*'* The major difference to a sanctuary is the
fact that, for example a temple, is a single substantial
building of often monumental dimensions without
any necessary association with other cultic structures
or installations.?"

Isolated Cultic Installations

Isolated cultic installations describe all sacral features
with minimal infrastructure and which are not part of
larger religious complexes. They are often only diffi-
cult to access, thus suggesting that they are a restricted
place of worship. Such installations include isolated
cultic niches, isolated single ritual banqueting installa-
tions (tri- and biclinia, stibadia) as well as single cultic
inscriptions mentioning the veneration of a deity.?!¢
This basically corresponds with Alpass’ listing of reli-
gious ‘private monuments, being triclinia, tombs, idol
blocks and figurines.?”

Settlements

The various surveys identified hundreds of rural
settlements in the study area. Such settlements in-
clude towns, villages, farms and hamlets of various
sizes. Although most of the surveys do not provide
precise definitions of archaeological categories, un-
commented differentiations are nevertheless made
between, for example, ‘major’ and ‘agricultural towns,;
‘defensive’ and ‘major agricultural villages, ‘agricul-

213 See e.g. the Nabataean temple(s) in the larger sanctuary

precinct at Sabra (Tholbecq et al. 2016).

Tholbecq 2011a, 315.

Fiema 2016, 540; Nehmé 1997a, 1033-1036; Tholbecq

1997, 1072-1083. For a recent overview of Nabataean

temples, see e.g. Wenning 2017 and 2007, 260-269.

Dentzer 2010, 168-171.

Alpass 2013, 77-86.

For example, cf. the site list of ARNAS provided by Mac-

Donald et al. 2012, 11-21, table 1.2.

Kouki 2012, 78-79.

Ginouves et al. 1998, 172-173. Towns are equivalent to

Kouki’s “large sites” (Kouki 2012, 79).

221 In comparison to this study’s definition of a town, a city is
generally considered to be larger than a town. However,
the main difference between a town and a city is that the
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tural hamlets’ as well as farmsteads, farms and ‘farm
outbuildings.*'® This highlights major methodological
problems inherent to the core archaeological dataset
in terms of site classifications and furthermore under-
lines the importance of offering rigorous and precise
definitions for the various site types.

P. Kouki, who has published the most recent and
comprehensive study on rural settlements in the Pe-
traean hinterland thus far, considered archaeologi-
cal sites only as settlements if the reported building
remains were structurally significant and datable by
surface pottery. Structures that were interpreted to
have had a cultic, funerary or military function were
not considered in her analysis.*** Kouki did not at-
tempt to further classify the discussed settlements
in terms of types, but rather grouped them by size
(small, medium-sized and large sites). While certainly
avalid approach, this study prefers to discuss different
settlement types, as defined in the following.

Towns

Expanding on the definition of Ginouves et al., this
study defines a town very generally as a large agglom-
eration of structures that could have accommodated
a significant number of inhabitants.”® A town may
include structures of possible political, commercial
and religious functions and may have had an urban
street network, large public spaces (e.g. squares). It
could also have been fortified.?! A town is considered
to have had an economic importance and thus defined
as a place where commercial activity took place.

Villages

A village is smaller than a town and is inhabited by
a far smaller population. It is characterized by an
agglomeration of structures, possibly oriented along
main streets and possible public spaces (e. g. squares).
Villages may include public structures, but fewer than

latter is characterized by its political and administrative
autonomy, the diverse services that are provided by various
structures of well-defined functions (political, admin-
istrative, commercial or religious) and its political and
economic significance to its surroundings. According to
the New Pauly, a city should fulfill these characteristics:
“[...] a closed topography and administration, a variety of
buildings, pronounced specialization and division of labour,
an appropriately numerous, socially differentiated popula-
tion, and central functions - specifically economic as well as
political - for a surrounding area” (http://referenceworks.
brillonline.com/entries/brill-s-new-pauly/town-city-
€1120500%s.num=2&s.f.s2_parent=s.f.book.brill-s-new-
pauly&s.q=Town (last accessed 06.04.2021). The only site
that qualifies as a city in the study area is Petra itself.


http://referenceworks.brillonline.com/entries/brill-s-new-pauly/town-city-e1120500?s.num=2&s.f.s2_pa
http://referenceworks.brillonline.com/entries/brill-s-new-pauly/town-city-e1120500?s.num=2&s.f.s2_pa
http://referenceworks.brillonline.com/entries/brill-s-new-pauly/town-city-e1120500?s.num=2&s.f.s2_pa
http://referenceworks.brillonline.com/entries/brill-s-new-pauly/town-city-e1120500?s.num=2&s.f.s2_pa

a town. Generally, a village’s main function is associ-
ated with agriculture and it is always rural.*

Cluster of Buildings (Hamlets)

This study refers to an ensemble of a small number of
structures (including possible farms) without well-de-
fined public structures and features (i.e. streets,
squares etc.) as a cluster of buildings. These are rural
and mainly with an agricultural function in addition
to housing a small number of inhabitants and may
thus also be considered as a small village. Such settle-
ment types are often referred to as hamlets.”” How-
ever, this study’s more objective ‘cluster of buildings’ is
preferred over this often loosely defined term.

Farms

A farm is smaller than a ‘cluster of buildings’ and is
mainly defined by one primary structure in a rural,
agricultural setting. Additional structures that served
the production and/or storage of agricultural goods
may also be part of a farm.?**

Rural Mansions

The category ‘rural mansion’ is difficult to define pre-
cisely. Following the definition of a maison rurale laid
forward by Ginouves et al, this study very generally
defines a rural mansion as a large, often isolated, ru-
ral building mainly for habitation purposes.’*® Such
structures may also include representative as well as
utilitarian features.

Other Structures and/or Features

Many archaeological sites were recorded by the vari-
ous surveys that are grouped here as ‘other structures
and/or features! Among these are sites which cannot
be easily defined functionally (i.e. (natural and/or
rock-cut) structures and walls of undetermined func-
tion) as well as categories that can be better identified
functionally, but are difficult to discuss within the
frames of the other categories described above (i.e.
find clusters and epigraphical sites or locations).

222 Cf. also Ginouves et al. 1998, 172. Villages are also equiva-

lent to Kouki’s “large sites” (Kouki 2012, 79).
223  For example, cf. Ginouves et al. 1998, 172 for a similar defi-
nition of a hamlet as this study’s cluster of buildings, which
fall under Kouki’s “medium-sized sites” (Kouki 2012, 79).
Cf. Ginouves et al. 1998, 155. Farms are equivalent to
Kouki’s “small sites” (Kouki 2012, 79).
Ginouves et al. 1998, 155. Rural mansions are also equiva-
lent to Kouki’s “small sites” (Kouki 2012, 79).
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The Core Archaeological Data of the Petraean hinterland

Epigraphical Sites or Locations

Any sort of uncontextualized, written text is con-
sidered here as an ‘epigraphical site or location. No
distinctions are made in terms of length, content, lan-
guage/script, date, material or form of the identified
graphemes (e.g. stone/rock engravings or painted
texts). All forms of uncontextualized rock art are also
documented as epigraphical sites or locations. These
include the miscellaneous images and signs created
by the incision, picking or carving of rock surfaces
(petroglyphs) as well as those drawn or painted on a
rock face (petrograph). No further distinctions be-
tween size, style, form or date are made.?

Find Clusters

Find clusters are defined as significant artifact con-
centrations relative to the overall density of surface
finds in the surrounding area that cannot be associ-
ated with other archaeological structures or features.
Find clusters do not necessarily have to be in situ. No
distinctions are made in terms of material or their rel-
ative datings. For example, find clusters can describe
large concentrations of surface pottery, bones, coins,
architectural fragments or lithics of all periods.””

Natural and/or Rock-Cut Structures of
Undetermined Function

In contrast to the built structures of undetermined
function, this category describes all natural, largely
unaltered sites where the archaeological evidence
indicates that these were used by humans. For exam-
ple, these include natural caves or rock shelters that
could have been used for (temporary) habitation or
gathering places, storage of agricultural goods and/or
equipment as well as for keeping animals. These may
be associated with built features such as small walls
in front of the caves and/or rock shelters. However,
determining an exact function for these natural sites
is difficult. This category also encompasses all rock-
cut structures and features without clearly definable
functions.?

226 Cf. also the FJHP’s similar definition of “rock carvings”
(Kouki - Silvonen 2013a, 342-343).

Cf. e.g. also the FJHP’s similar definition of “lithics and
pottery concentrations” (Kouki - Silvonen 2013a, 341).
228 Cf. the FJHP’s similar definitions of “storage caves,” “rock

shelters,” “rock-cut steps” and “other rock-cut features”
(Kouki - Silvonen 2013a, 345).
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Structures of Undetermined Function

This category describes all (isolated or archaeologically
uncontextualized) structures recorded by the various
surveys without clearly definable functions. No distinc-
tions in terms of size, layout, material or date are made.

Walls of Undetermined Function

The various surveys have identified isolated or un-
contextualized walls that cannot be directly associated
with any specific archaeological site. These walls may
or may not have served as possible boundary walls,
terracing/retaining walls for agricultural and/or hy-
draulic purposes or simple surface walls. However, as
the exact function of these walls cannot be clearly de-
fined, they are grouped here as ‘walls of undetermined
function’ No distinctions in terms of measurements,
material, construction technique or date are made.”’

Water Structures

This study groups the various water structures into
springs, dams/barrages, water conduits, water storage
installations and wells.

Springs

A water source is defined as a place where water natu-
rally flows from an aquifer to the surface as a spring. No
further distinctions are made. While natural springs
cannot strictly be considered as water structures, they
are nevertheless grouped within this category as they
are one of, if not the most vital water source in the
study area and many natural springs were modified
by humans (e.g. Ain Braq).?**

Dams/Barrages

Generally, this study considers a dam as a built barrier
that restricts water flow (independent of its source).
While the main purpose of a dam is to retain water
masses, it may have also been utilized to manage con-
trolled water flow into specific areas. In such a case,
the structure may be referred to as a diversion dam
or barrage. Such structures divert regular water flow
mostly for irrigation purposes. In the study area, a
dam or barrage is structurally characterized as a built
wall, independent of its measurements, material or
construction technique.

229 Cf. Kouki - Silvonen 2013a, 344.

230  Seee.g. Farajat et al. 1998 and Lindner - Hiibl 1997.

231 Cf. the definition of “water transportation structures” given
by Antonelli - Liapi 2015, 309-310.

Water Conduits

Water conduits describe all installations that distrib-
ute water from one place to another including aque-
ducts, ganats as well as all other water channels. Con-
structional differences are irrelevant. A water conduit
may thus describe a ceramic water pipeline, a rock-cut
or earthen channel - independent if the conduit is
constructed above ground, on the surface or under-
ground. No distinctions in terms of measurements
are made. Specifically, although the main water source
of a ganat is technically a ‘mother well’ that accesses
ground water from an aquifer, the main purpose of a
ganat is to transport that water source further and is
thus considered a water conduit.?*!

Water Storage Installations

Most water conduits transport water into water storage
installations. These installations are understood to have
stored exclusively run-off water (rain water) or water
that was transported by a water conduit. Further con-
structional distinctions are not made and it is irrelevant
whether the installations are situated on the surface or
underground, freely built or rock-cut, or whether they
are open or closed.”*? Differences in size are also not
important. Water storage installations therefore include
all types of reservoirs, basins or cisterns.

Wells

A well is defined as an underground excavation that
accesses ground water from an aquifer. No distinc-
tions are made in terms of depth. While wells may
have been structurally embellished, its material or
construction technique is irrelevant. Although a well
stores water, the main difference between a well and
the above-mentioned water storage installations is
that a well derives its water source from a stable aqui-
fer and is thus not supplied with water from any water
conduit or run-off water.

Chronology

The re-evaluation of the original survey data in terms
of the differing site classifications has also shown
that the original dating of archaeological sites do
not follow a coherent and standardized chronologi-
cal system.”* While there is a general agreement on

232 [In contrast to many works that distinguish between closed
cisterns and large, uncovered reservoirs.

233 The following represents an updated and modified version
of Kennedy - Hahn 2017.



culturally defined time periods, the chronological
definition of these periods by the different surveys
can vary significantly. This is a methodological issue
that renders any diachronic archaeological analysis
highly problematic if not approached head on from
the beginning. The challenge of dealing with varying
chronological definitions and classifications is not
unique to the archaeological dataset for the Petraean
hinterland. Other landscape archaeological studies
have suggested various different solutions to the same
fundamental methodological problem.>**

For the Petra area, F. Hahn was particularly con-
cerned with the differing chronological information
provided by the original survey data and was able
to work out a distressing temporal distortion of sites
dating to the same cultural periods.*® In some cases,
the chronological definitions of periods could vary by
centuries. It therefore became clear that an uncritical
acceptance of such temporal uncertainties would only
lead to a methodologically questionable and distorted
reconstruction of Petras rural environment through
time. This section therefore assesses the various chron-
ological inconsistencies and temporal uncertainties of
the original survey data and presents a more transpar-
ent and valid definition of the different cultural periods
evidenced within the Petraean hinterland.

Methodological and Analytical Issues

Other archaeological research projects have also rec-
ognized the problem of chronological inconsistencies
of large datasets.”*® For example, S. Alcock analyzed
different chronological shifts as well as chronological

234 See Gkiasta 2008, 161-167 on dealing with such issues
within her study on ancient Crete. Also Farinetti 2011,
35-39 faced similar challenges within her study on ancient
Boeotia. Dewar 1991 provides an insightful methodologi-
cal contribution on how to tackle problematic issues of site
contemporaneity within larger settlement pattern studies,
which is then further discussed between Kintigh and
Dewar (Kintigh 1994 and Dewar 1994). Studying regional
archaeological landscapes in the Middle East, Lawrence
et al. 2012 also provide very useful suggestions for dealing
with similar chronological inconsistencies within their
archaeological dataset.

Hahn 2014.

See above the cited works of Dewar 1991, Gkiasta 2008,
Farinetti 2011 and Lawrence et al. 2012.

Alcock 1995, 56-58.

Alcock 1995, 56-58. For example, there are ten sites that
date to the Byzantine period. However, two of these sites
actually date to the Early Byzantine, three to the Middle
Byzantine and five sites to the Late Byzantine period.
Alcock 1995, 56-58. For example, it is important to know
how many Hellenistic sites were also occupied in the
(Early) Nabataean period.

He was able to demonstrate that 12,27 % of all recorded
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continuities within her study on Roman Greece.”’

Considering each evidenced cultural phase separately
as well as the various subdivisions of the respective
cultural period, Alcock attempted to clarify the differ-
ent chronological shifts from one cultural period to
the next.”® By meticulously evaluating archaeological
sites dating to two or more cultural periods, she also
aimed at researching chronological continuities.*
Hahn also attempted to examine the original survey
data of the Petra region in terms of chronological
shifts.*** However, further subdividing these cultural
periods appeared to be problematic, as Hahn was able
to demonstrate severe methodological problems inher-
ent to the original surveys.**! Due to the chronological
inconsistencies, only an unrepresentative 10% of the
total amount of survey sites could be evaluated in terms
of chronological continuities.** Another problematic
issue for such analyses is the fact that only cultural peri-
ods were considered. The differing chronological phas-
ing of the same cultural period as stated by the various
surveys of the Petra region is not taken into account,
thus inevitably leading to a large chronological distor-
tion of the archaeological dataset. For example, when
comparing the various definitions of the Nabataean
and Roman periods, it becomes clear that Abudanh,
ARNAS and ShamAyl specify that both periods date at
least from the mid-1* century BC onwards and end in
the 3'/beginning of the 4™ century AD (FIG. 11).
However, other surveys such as the FJHP follow
a more conventional historical definition of the Na-
bataean period covering the 1% centuries BC and AD
only. For the FJHP, the Roman period begins no ear-
lier than the early 2™ century AD and ends in the late

sites date to the Iron Age II period, 32,64 % to the Naba-
taean period, 28,36 % to the Roman period, 23,75 % to the
Byzantine and only 2% to the Early Islamic period (Hahn
2014, 29-36). Hahn considered a total number of 1777
sites (although including doublings and multiple entries)
recorded by the Edom Survey, the Beidha Ethnoarchae-
ological Survey, the Southeast Araba Archaeological
Survey, the Dana-Showbak-LH2E Survey, the Jabal Shara
Survey, the Archaeological Survey of the Wadi Musa, the
Bir Madhkur Project, F. Abudanh’s survey of the Udruh
region, the Finnish Jabal Harun Project (only the sites
referred to in P. Kouki’s settlement model from 2012) as
well as the Ayl to Ras-an-Nagb Archaeological Survey.
Hahn 2014, 36: Only 31 % of all Roman sites are further
divided into Early and Late Roman. Also, only 17 % of all
Byzantine sites could be differentiated into Early and Late
Byzantine.

Hahn 2014, 36: On this basis he established that only 0,9 %
of Iron Age IT A-B sites continued to exist in the Iron Age IT
C period, only 2,2 % from the Iron Age II C to the Hellen-
istic period, only 3,45 % from the Hellenistic to Nabataean
period, 58,19 % from the Nabataean to Roman period,
29,7 % from the Roman to Byzantine period and, finally,
only 6,9 % from the Byzantine to the Early Islamic period.
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FIG. 11 The Nabataean and Roman periods as defined
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3 century AD.>*® The chronological definition of the
Nabataean and Roman period can vary by centuries
depending on which survey to follow. Considering
cultural periods alone for diachronic analyses of the
archaeological data at hand would therefore only re-
sult in a problematic assumption of temporal contem-
poraneity of archaeological sites.

Recognizing this problem, Kouki’s solution was to
simply convert culturally defined periods into abso-
lute temporal specifications, if stated by the original
surveys.”** The only reports providing such informa-
tion were the WMWS, Abudanh’s survey as well as the
FJHP2* Although the approach of associating cultural
periods to respective centuries is valid, Kouki’s analysis
is, first, limited to settlement sites only. A large amount
of spatio-temporal data therefore was not considered

243  Sijlvonen 2013, 129-130. For more conventional historical
chronological systems, see Parker 2006, 5-24, 332, Table
2.1; Fiema - Jansson 2002; Homés—Frederique - Hennessy
1986; Sauer 1973, 1-5
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y the different surveys highlighting the various temporal ranges.

for her chronological reassessment of the original
survey data. Second, this approach can only consider
survey data with precise absolute chronological defi-
nitions of cultural periods. Reports that date sites by
cultural periods without further definitions cannot be
included and therefore neglected for any diachronic
analysis of the archaeological data. This could result
in a misleading or at least incomplete archaeological
model of the Petraean hinterland through time.

It was therefore necessary to develop a new and
more refined methodology that can quantify the
chronological inconsistencies incorporating all data
provided by the original surveys. Without such an
approach, any archaeological study on spatio-tempo-
ral developments of the Petraean hinterland remains
methodologically questionable.

244 Kouki 2012, 80-82.
245  Kouki 2012, 80-82.



Quantifying Chronological Inconsistencies

As archaeological datasets grow larger and more
complex, it becomes increasingly difficult to present a
coherent chronological system for dating archaeolog-
ical sites.*¢ Archaeological periods are often defined
coarsely, which can in part be explained by the low
dating accuracy of archaeological sites themselves.
Within survey activities, sites are primarily dated based
on diagnostic archaeological surface material such as
ceramic evidence.*” Without stratified archaeological
material or scientific dating results, any dating based
on surface material alone remains suggestive.?* The
dating quality of most of the archaeological sites dealt
with in this study is therefore inherently fuzzy. Estab-
lishing a precise definition for chronological periods
is often extremely difficult as they are unsubstantiated
or imprecisely classified.?* Further distinguishing the
time spans of cultural periods with exact start and end
dates thus poses an even more difficult task, particu-
larly when these time spans correlate to more specific,
however loosely defined, archaeological periods such
as ‘Early Nabataean’ or ‘Late Roman.

Attempting to provide more detailed dating infor-
mation for archaeological sites, such temporally blurred
or fuzzy cultural periods are still being defined.
The limits of such dating methods and the resulting
chronological sequencing, however, are only rarely
recognized.”! In order to meet these methodological
challenges and to establish a more coherent and stand-
ardized chronological system for the diachronic spa-
tial analyses of archaeological sites in this study, it was
therefore necessary to reclassify the data into a rigidly
structured spatio-temporal system. The original survey
data was first categorized into three classes (TABLE 2).

The major issue is that the different Class A surveys
(with sites dated by cultural periods with pre-defined
time spans) may define the same cultural periods such
as ‘Nabataean, ‘Roman’ or ‘Byzantine, however, the re-
spective time spans differ sometimes significantly (cf.
FIG. 11). Due to the inconsistent definitions of the time
spans of cultural periods stated within Class A survey
data, it is therefore impossible to fit data from Class B
surveys (with sites dated by purely culturally defined
periods without pre-defined time spans) into a respec-
tive time span from Class A surveys. Without giving a

246  For other projects dealing with large archaeological data-
sets and facing similar problems in terms of chronological
inconsistencies, see e.g. Crema 2015; Nakoinz 2012,
189-190 as well as the studies referred to above.

While the dating of most of the archaeological sites within
the Petraean hinterland is based on surface pottery, sites
were also dated by numismatic, architectural as well as
epigraphical and literary evidence.
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coherent definition of time spans for Class B survey
data, however, these sites cannot be considered for fur-
ther analyses, resulting in an incomplete spatio-tem-
poral archaeological model of the Petraean hinterland.

In order to include Class B surveys into the base
dataset, the far easier option would have been to sim-
ply define a new chronological system for this study
and to fit all survey data into that greater system.
However, the chronological inconsistencies within
the survey data would remain and such an approach
would have only added to the core problem. In order
not to repeat such methodological flaws, the follow-
ing steps demonstrate not only how to synchronize
the varying chronological information within Class
A surveys, but also how to incorporate Class B survey
data into a valid chronological system.

The first step is concerned with the acquisition of
the base dataset. At this stage, based on the reports
given by the original surveys, all spatial and chrono-
logical information is systematically gathered for each
site of all survey classes. Chronological information
is coded by providing so-called dating values for each
archaeological site.

After the base dataset is established, all Class A
survey data undergoes a selection process, where all
Class A sites are filtered by each evidenced cultural pe-
riod and its respective time span. The dating value per
archaeological site for each cultural period and time
span is also provided. Since every archaeological site
received a dating value for each cultural period and
its respective time span, the dating values can then be
further quantified.

This third step is crucial for quantifying chronolog-
ical (un)certainties for each cultural period. Only then
is it possible to define generally valid, quantified time
spans of each cultural period evidenced by Class A
surveys and to fit the purely culturally defined dating
information of Class B survey data into the respective
(quantified) time spans, thus finally creating the quan-
tified spatio-temporal base dataset for the study area.

Acquiring the Base Dataset

O. Nakoinz presented various solutions on how to
code temporal information.”* In this study, one par-
ticular coding method was applied which suits the

248  For a brief overview on the challenges of dating archaeo-

logical sites according to surface material, see Crema 2015,
315; Kouki 2012, 28-29; Lyman - O’Brien 2006.

Crema 2015, 315.

Nakoinz 2012, 190.

Crema 2015, 314-315.

See Nakoinz 2012, 191-194 for a full discussion on

the various coding options of temporal information of
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available chronological information and the inherent
problem best.

Class A survey data can either be assigned to one
cultural period (e.g. ‘Roman’), consecutive periods
without interrupted temporal intervals (e.g. ‘Roman
to Byzantine’) or various periods with interrupted
temporal intervals (e.g. ‘Nabataean, Roman, Byzan-
tine’). Particularly for the latter example (sites dating
to various periods with interrupted intervals), the best
method for coding Class A survey data was Nakoinz’
Stufenbelegung mit unterbrochenem Intervall ** This
method dictates to simply assign Boolean values for
each evidenced cultural period and its respective time
span per archaeological site. A time span is measured
in ‘time blocks’ (tb), the unit of each time block be-
ing one decade.” Following the principles of binary
logic, Boolean values only express statements of ‘true’
or ‘false’ The Boolean value ‘0’ signifies ‘period not ev-
idenced (false)’ and ‘1’ consequently ‘period evidenced
(true).** The same principle applies for the respective
time span of a given cultural period as stated in the
Class A survey reports. For example, a site recorded
by a Class A survey dates to the Nabataean period.
The period N (= Nabataean) consequently receives the
Boolean value 1. Additionally, the given Class A survey
predefined the Nabataean period to run from 100 BC
to 106 AD meaning that the site must date within that
time span. Since a time span’s time block is measured
in decades, in this case the decades 100 BC, 90 BC,
80 BC etc. until 100 AD (or the first decade of the 2™
century AD) would also receive the Boolean value 1.

Another example would be a site recorded by the
same Class A survey that is dated to two consecu-
tive cultural periods, e.g. from the Nabataean to the
Roman period. The periods N and R (= Roman)
would therefore receive the Boolean value 1. Again
the Boolean value 1 would be assigned to the entire

archaeological sites. In addition to the method applied
here, Nakoinz presents four alternatives for coding
chronological information. By ‘Herkémmliche Datierung,
Nakoinz means to structure data that date to one cultural
period only, thus being too simplistic for this study. While
Nakoinz’ ‘Stufenbelegung’ also defines Boolean values

for evidenced cultural periods, they are only assigned

to data that are continuously evidenced in consecutive
cultural periods. The method applied here (‘Stufenbe-
legung mit unterbrochenem Intervall’) is basically the
same, but it also takes non-evidenced cultural periods into
account. Alternatively, it would be theoretically possible

to code chronological information by defining real dating
probabilities. Although this would be ideal, the various
chronological inconsistencies within the original survey
data of the Petraean hinterland do not provide the basis for
defining precise probability values of a site dating to a par-
ticular period without previous analysis. Finally, since the
chronological information at hand firstly follows a Boolean

time span of the Nabataean period as well as the en-
tire time span of the Roman period, which may have
been defined to range from 106 to 324 AD. Effectively,
this would mean that, since the site dates both to the
Nabataean and Roman periods, the decades from 100
BC, 90 BC, 80 BC etc. until 320 AD (in other words
the 320s AD) all receive the Boolean value 1.

A last example would be a site recorded by the
same Class A survey but is dated to various cultural
periods with interrupted temporal intervals, i.e. a
site dating to the Iron Age, Nabataean and Byzantine
periods. As usual, all evidenced periods - IA (=Iron
Age), N (=Nabataean), B (=Byzantine) — receive the
Boolean value 1. The same applies to the respective
time spans and time blocks of each evidenced period
as explained above. However, the cultural periods that
are not evidenced (and the respective time spans and
time blocks of those periods as well) now receive the
Boolean value 0 signifying ‘period not evidenced’ In
this case the site does not date to the Hellenistic and
Roman periods. Thus, the Boolean value 0 must be
assigned to both periods. In terms of the respective
time spans, the given Class A survey may have defined
the Iron Age period to run from 1200 BC to 539 BC,
the Nabataean period from 100 BC to 106 AD and
the Byzantine period from 324 AD to 630 AD. Each
evidenced time block receives the Boolean value 1 and
the non-evidenced time spans 0. In this case, these
would be the decades from 530 BC to 90 BC as well
as from 110 AD to 310 AD.

However, assigning binary Boolean values of 0 and
1 was not always as straightforward. The examples
presented above follow absolute Boolean principles
of true or false, therefore suggesting a complete cer-
tainty of a site (not) dating to a given cultural period.
Yet, some sites documented by Class A surveys cannot
be dated with absolute certainty. Such chronological

logic of true or false, any further coding options based on
dating probabilities, as also proposed by Nakoinz, are not
applicable for the data of this study.

Nakoinz 2012, 193.

It is necessary to define a temporal resolution or scale.
Most dating information provided by Class A survey
reports has a century-based temporal resolution. For the
quantification of the chronological uncertainties, this was
broken down to decades in order to receive a better tem-
poral resolution and to better grasp cultural periods such
as ‘Early Roman’ or ‘Late Nabataean’ as well as temporal
overlaps. The issue of temporal resolution is immensely
important. The choice of temporal resolution or the scale
of the chosen time spans can have a significant impact on
the general result of any diachronic quantitative analysis.
This issue is highlighted by Wilson 2014, 147-155 and his
methodological critique on archaeological studies dealing
with Mediterranean ship wrecks.

255  Nakoinz 2012, 192.
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uncertainties are signified in the survey reports by ex-
pressions such as “probably Iron Age,” “possibly Naba-
taean” or “Roman (?).”>*¢ The principles of binary logic
— of true or false - therefore do not apply in these cases.

As it is crucial to meet these concessions of the
dating certainty from the original surveyors, instead
of applying the principles of binary logic, aspects of
fuzzy logic were followed in such cases enabling the
quantification of such uncertain or fuzzy information.
Fuzzy logic was first developed by L. A. Zadeh who rec-
ognized that it is not always possible or necessary to
follow binary principles of true or false.”*” In contrast
to the absolute Boolean values, fuzzy logic allows us
to use uncertain or so-called fuzzy values. Since the
Boolean values of 0 and 1 cannot be assigned to such
sites, the fuzzy value ‘0,5 was defined instead, signify-
ing uncertainties in the dating of sites as stated in the
original survey reports.”® Meeting the uncertain dating
information best, the fuzzy dating value 0,5 was chosen
since it expresses a 50-50 chance that the respective
sites are dated in the stated cultural period.>** Chrono-
logical uncertainties were thus quantifiable and could
be assigned to cultural periods and their respective
time spans of Class A survey data in the same manner
as the Boolean values. Exemplifying this selection pro-
cess, the Boolean and fuzzy dating values 0; ‘0,5’ and
‘1’ could therefore be assigned to the cultural periods
and their respective time spans for all archaeological
sites recorded by Class A surveys (TABLE 3).

Quantifying Chronological (Un)Certainties

Assigning both the Boolean and fuzzy dating values to
each cultural period and its respective time span per
archaeological site of Class A surveys, it is possible to
establish the temporal range of (un)certainty of the
existence of an archaeological site at a particular time
block (decade). This goes beyond simply stating the
presence or absence of an archaeological site with ab-
solute certainty.*® The differing chronological infor-
mation within the original survey data is now further

256  For example, this goes for Abudanh 2006, 418-419: Abu-
danh Survey Site No. 042 is “probably Nabataean?” and
Abudanh Survey Site No. 043 “Nabataean?”

Nakoinz 2012, 197-199; Popa — Knitter 2015, 1287-1288;
Crema et al. 2010, 1120; Zadeh 1965.

The fuzzy dating value therefore lies between the absolute
Boolean values of ‘0’ and ‘1.

It may be argued that dating information like “Roman?”
may suggest a clearer inclination to the Roman period than
perhaps the Nabataean or Byzantine period. In order to
express such inclinations, further studies on the subject
matter could experiment with assigning different fuzzy
dating values than 0,5. Since 1 still signifies the absolute
certainty of a site being evidenced in a given cultural pe-
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quantifiable and can form the basis for the definition
of generally applicable cultural periods.

Based on the assigned Boolean and fuzzy dating
values, a given cultural period (Px) can be further
quantified in terms of the existence, or frequency val-
ues (f), of each evidenced time block ranging between
0 (absolute certainty of non-existence) and 1 (absolute
certainty of existence). These existence or frequency
values can be considered as dating probability values
for a given cultural period (Px).**! The definition of
a cultural period Px not only follows binary Boolean
logic, but is based on the principles of fuzzy logic, thus
quantifying the uncertainties of chronological infor-
mation inherent to the original survey data.*®

In order to further process these chronological un-
certainties, it has been suggested to apply the so-called
aoristic weighting method or aoristic analysis. Under-
lying similar principles of fuzzy logic, Ratcliffe first
developed the method of aoristic analysis for the field
of criminology.** Johnson later adopted the method
for archaeological research purposes in order to quan-
tify uncertainties in the dating of archaeological sites
and to get away from the simplistic notion that sites
can only be dated according to a linear duration of a
given (fuzzy) period.?®* This is particularly applicable
when dating archaeological sites not only based on
relative chronological systems (such as ceramic ty-
pologies etc.), but also on scientific dating methods
such as C'" dates, which are essentially probability
values and thus not absolute.?® In order to combine
all such chronological information, however, the
method requires pre-defined time spans of periods
with fixed start and end points.?* In this study, the
aoristic method could seem applicable for quantifying
the dating values of the cultural periods of Class A
surveys. However, working out the dating probability
of cultural periods as defined by the individual Class
A surveys is of minor interest. Instead, the aim is to
achieve a cumulative probabilistic dating of cultural
periods based on all Class A survey data. More impor-
tantly, even within Class A surveys there are numerous

riod, the dating information “Roman?” could, for example,
be assigned the more indicative fuzzy dating value of e. g.
‘0,75 Whether this would have an effect on the overall
results remains to be determined.

Bevan et al. 2013b, 40; Crema 2012, 448; Crema et al.
2010, 1120.

Nakoinz 2012, 193; Crema et al. 2010, 1120.

Nakoinz 2012, 193.

Bevan et al. 2013b, 40; Nakoinz 2012, 193; Crema 2012,
448; Crema et al. 2010, 1120; Mischka 2004; Ratcliffe 2000.
Johnson 2004.

Nakoinz 2012, 193.

Nakoinz 2012, 193; Crema 2012, 448; Crema et al. 2010,
1120.
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exceptions when sites are dated by cultural periods,
but do not correspond to the predefined time spans of
those periods. While Class A survey sites can be dated
by a predefined cultural period, the absolute dating of
the site does not necessarily fit the time span of that
cultural period. These inconsistencies do not meet the
prerequisites for applying the aoristic method.

Since the aoristic method seems inappropriate for
quantifying the archaeological dataset at hand, the
cumulative probabilistic dating of each evidenced
cultural period was calculated as follows:

Both the Boolean and fuzzy dating values of each
cultural period and its respective time span evidenced
by Class A surveys were selected and evaluated in-
dividually. Subsequently, the sum of all Boolean and
fuzzy dating values (SumDVyp) for each time block
(tb) of each cultural period Px was then derived. Each
time block of each cultural period pPx thus received
summed dating values.

The existence or frequency value f per time block
(ftb) of a cultural period Px was then simply de-
fined as the proportion of the summed dating values
(SumDV;p) from the total amount of sites evidenced
for the given cultural phase. In other words, ftb was
calculated by dividing the result of SumD V}j, multi-
plied by Sx (the one percent value of the total number
of sites evidenced for a phase Px):

_ (SumDth * Sx)
th = 100

The existence or frequency values Jtb are basically
dating probability values for each time block evi-
denced for a given cultural period Px. These values
are expressed by decimal numbers ranging between
0 (absolute certainty of non-existence) and 1 (abso-
lute certainty of existence). The length or duration of
a cultural period Px was then simply defined as the
maximal temporal range of ftb values evidenced for
each given period:

length_pyx = max.temporal range (f;p)

267 All analyses were mostly conducted with the use of the
statistical computing software R. An exemplary script that
highlights the workflow of the individual steps described
here is included digitally as Appendix IV.

The large majority of sites documented by ARNAS are not
within the study area. Since the definition of the Nabataean
period by ARNAS differs so greatly from the other surveys,
only ARNAS sites within the core study area were included
into the calculation of the dating probabilities in order to
minimize the temporal distortion of the Nabataean period.
269  Abudanh 2006, 201.
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Once the maximal temporal range of a given cultural
period Px is defined and the existence or frequency
values ftb are calculated for each time block, these
values can be adopted as Boolean or fuzzy dating val-
ues for Class B survey data, which do not give any tem-
poral information for cultural periods. These dating
values must be assigned to each archaeological site ev-
idenced by Class B surveys for each time block within
the maximal temporal range of a given cultural period
Px. After this process is completed, all Class B dating
values are summed together. The resulting summed
dating values per time block of Class B surveys are
subsequently added to the summed dating values per
time block within the maximal temporal range of a
given cultural period Px of the Class A surveys. In
order to receive the new existence or frequency values
per time block (f¢b), the new summed dating values
must then be multiplied by the new one-percent value
Sx based on the new total amount of archaeological
sites (including Class A and B survey data) evidenced
for a given cultural period Px. The results of each time
block are then divided by 100 in order to receive new
dating probability values per time block within the
maximal temporal range of a given cultural period Px
based on both Class A and B survey data.

The theoretical background on how the chrono-
logical uncertainties were quantified and the dating
probability values for the cultural periods calculated
may appear daunting and immensely complicated at
first. It therefore seems best to facilitate the under-
standing of the entire process by illustrating it with
the example of the Nabataean period.*’

In total, four Class A surveys predefined maximal
time spans for the Nabataean period, altogether rang-
ing from 100 BC to 324 AD (TABLE 4). These surveys
are F. Abudanh’s survey of the Udruh region, the
FJHP, ARNAS and ShamAyl. ® Abudanh defines the
Nabataean period to run from 100 BC to 106 AD**,
the FJHP from 100 BC to 125 AD?”° and both ARNAS
and ShamAyl from 63 BC to 324 AD (cf. F1G. 11).”*
Since the chronological definitions differ up to two
centuries, a simple chronological sorting of the rele-

270  Silvonen 2013, 129-130. Originally, the Nabataean period
was subdivided into “Nabataean B.C” and “Nabataean
A.D? by the FJHP. As Silvonen 2013, 130, table 9 states,
the latest date of “Nabataean A.D.” is roughly set to the
“early second century A.D.” This, of course, is not a precise
definition of an end date for the “Nabataean A.D.” period.
In contrast to statements such as “mid-2" century A.D.,
which corresponds to 150 AD, “early 2™ century A.D”
might as well correspond to 125 AD (first quarter of the 2™
century AD). Realizing that this is an interpretation of the
FJHP’s original statement, 125 AD is nevertheless taken as
the end date of the Nabataean period.

271  MacDonald et al. 2016, xvi; MacDonald et al. 2012, xvi.



vant archaeological sites is impossible. The Boolean
and fuzzy dating values ‘0; ‘0,5, ‘1’ were therefore as-
signed to each evidenced time block (decade) for all
recorded sites of these four Class A surveys.

Taking the FJHP as an example, the decades 100
BC, 90 BC, 80 BC etc. until 120 AD all receive the
Boolean dating value 1. In the event that a FJHP site
would date to something similar to “probably early sec-
ond century AD,” the decades from 100 BC to 90 AD
receive the Boolean dating value 0 (not evidenced)
and only the decades 100 AD, 110 AD and 120 AD
receive the fuzzy dating value 0,5.

After the dating values were assigned to all four
Class A survey sites dating to the Nabataean period,
the dating probability values for each evidenced time
block (¢b) within the total temporal range of the Na-
bataean period can be calculated.

Based on the time spans defined by all four Class A
surveys, the maximal temporal range of the Nabataean
period (PN) is set between 100 BC and 324 AD. The
sum of all Boolean and fuzzy dating values per time
block (SumD V) within that maximal temporal range
can then be calculated (cf. TABLE 4). As 625 Class A sur-
vey sites are dated to the Nabataean period (PN), the
one percent value SN is 0,16. The existence or frequency
value for each evidenced time block (/15) is then calcu-
lated by multiplying the summed dating values of each
time block by SN and subsequently divided by 100:

(SumDV,y, = 0,16)
100

ftb =

The dating probability values of the four Class A sur-
veys are now established for the Nabataean period for
each time block within the maximal temporal range
stated by the original survey reports. The values can
then be taken as the Boolean of fuzzy dating values for
Class B survey data, where sites are dated by non-de-
fined cultural phases only. For the Nabataean period,
these include the WMWS 1996 and 1998, the JSS and
Smith’s survey of the Wadi Arabah. In total, the inclu-
sion of these Class B surveys adds another 107 sites
to the total count of archaeological sites dating to the
Nabataean period.?”? Following the same procedure as
explained above, the sum of the Boolean and fuzzy
dating values for the Class B surveys must be derived
for all time blocks within the maximal temporal range

272 Tholbecq 2013a; Smith 2010; Tholbecq 2001; Amr et al.
1998; Amr et al. 1997.

Other cultural periods such as the Early Islamic, Middle
Islamic, Late Islamic/Ottoman, Umayyad, Abbasid and
“Transitional periods’ were also defined and recorded by
the surveys. See Abudanh 2006, 222, 225, 229; Silvonen
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of the Nabataean period (PN) (100 BC-324 AD) and
subsequently added to the sum of the dating values
of the Class A surveys. The new summed dating val-
ues of each time block are then multiplied by the new
one-percent value SN being 0,1366 since the new total
amount of sites has now risen to 732. Each result is
then divided by 100, following the same formula as
above. Based on both Class A as well Class B survey
data, the existence or frequency value f per time block
(ftb) of period PN is calculated and expressed in dec-
imal numbers ranging from 0 and 1. A simple way of
plotting these results, for example may be in form of
simple bar charts or histograms (FIG. 12) showing the
dating probability values on the y-axis, ranging from
0to 1 (0% to 100 %) and the single time blocks (dec-
ades) evidenced within the maximal temporal range of
the Nabataean period (100 BC-324 AD) on the x-axis.

In order to create a quantified spatio-temporal data-
set for the Petraean hinterland, this entire process was
repeated for all evidenced cultural periods mentioned
by the original survey reports. These include the follow-
ing periods: Iron Age, Iron Age I, Iron Age I1, Iron Age
ITa, Iron Age IIb, Iron Age Ilc, Iron Age I11, Hellenistic,
Early Nabataean, Nabataean, Late Nabataean, Early
Roman, Roman, Late Roman Early Byzantine, Byz-
antine, Middle Byzantine and Late Byzantine.””*> The
following presents the results of the dating probabili-
ties calculated for each cultural period by Class A and
B survey data. Probability graphs for each evidenced
cultural period were created (F1Gs. 13-18). These graphs
are structured by superordinate cultural periods. Im-
portant features of these graphs are the dashed vertical
lines that represent the limits of a more accurate defi-
nition of the respective periods based on the qualitative
evaluation of the results presented below.

The Iron Age Periods

The Iron Age period is defined by Abudanh to run
from 1200 BC to 539 BC.?”* Chronologically, the pe-
riod is not differentiated further, but is equated with
the Iron Age II and Edomite periods.””” In contrast,
both ARNAS and ShamAyl differentiate between Iron
Age I (1200-1000 BC) and II (1000-539 BC).”® Only
the Edom Survey further subdivides the Iron Age II
period into Iron Age IT A-C (all three roughly defined
between 700 and 500 BC).?””

2013, 130; Sinibaldi 2013, 169-197. However, these peri-
ods do not fall within the chronological focus of this study.
Abudanh 2006, 196.

Abudanh 2006, 196.

MacDonald et al. 2016, xvi; MacDonald et al. 2012, xvi.
Hart - Faulkner 1985, 256.

274
275
276
277

55



Chapter 2 — Methodology

0.75-

Probability
o
3

0.25-

0.00-

FIG. 12

56

Nabataean

0400} _
2806 .
24908 .
o240
24809 .
24905 .
od0v
24 0¢€ .
od0z |
od0L
avor .
avoec .
avoe .
avor .
avos .
avoo .
avos .
avos .
avoe .

av 00c .
avoic.
av oce .
av 0ee .
av ove
av 0se _
av 09z .
av oic.
av 0se.
av 06e .
av 00€ .

avoie.
av oze _

Dating probability graph for the Nabataean period according to Class A and B survey data.

The Iron Age III period is synonymous with the
Persian period for Abudanh (539-332 BC) and both
ARNAS and ShamAyl follow the same definition for
the Persian period. %7

Including Class B survey sites, 24 sites date to the
Iron Age period in total, without any further specifica-
tion. The maximal temporal range runs from 1200 BC
until the end of the 6™ century BC. The high probabil-
ity values along the entire temporal range as shown in
the dating probability graph (F1G. 13) is not surprising
as 22 sites are recorded by ShamAyl (Iron Age I and
II defined to run from 1200 to 539 BC).

The Iron Age I period is attested by 22 sites. As these
are all recorded by ARNAS and ShamAyl, the maximal
temporal range from 1200 to 1000 BC as well as the
high dating probability values is expected (cf. FIG. 13).

In contrast, 254 sites are evidenced for the Iron Age
IT period. The maximal temporal range is set between
1200 BC until the end of the 6™ century BC. The high
dating probability values between 1000 and the 530s
BC comes as no surprise (cf. FIG. 13) as almost half of
the evidenced sites were recorded by ARNAS or Sha-
mAyl (Iron Age II defined to run from 1000 to 539 BC).

Merely three sites date to the Iron Age IT A and
B period while the Iron Age II C period is attested
by 60 sites. The maximal temporal range of all three

278 Abudanh 2006, 198; MacDonald et al. 2016, xvi; MacDon-

ald et al. 2012, xvi.

Hart 1987a.

Abudanh Survey Site No. 047 and 138.
Abudanh 2006, 567; Amr et al. 1998, 529.
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periods begins with the 7" century and ends with the
beginning of the 5" century BC. All three Iron Age IT
periods are evidenced by the Edom Survey, explaining
the constant dating probability of 100 % (cf. F1G. 13).”
Finally, only two sites are dated to the Iron Age
III or Persian period, both of which were recorded
by Abudanh.?®® This explains the stable probability
of 100% (cf. F1G. 13) throughout the entire maximal
temporal range set between 539 and 332 BC.

The Hellenistic Period

The Hellenistic period is evidenced by only one site by
both Abudanh and the WMWS 1996. Abudanh sets it
to the first three and the WMWS 1996 to the first two
centuries BC.28! As the WMWS 1996, the JSS also sets
the period to the first two centuries BC.**2 The FJHP
limits it to the 1** century BC and ARNAS as well as
ShamAyl set it between 332 and 63 BC.?%

Including Class B survey sites, 42 sites date to the
Hellenistic period. Although the maximal temporal
range is defined as the first three centuries BC, the
dating probability graph (FIG. 14) shows a very small
probability for Hellenistic sites dating to the first half
of the 4™ century BC as well as the second half of
the 1% century BC. The highest probability (between

282 For example JSS Site No. 117: unpublished survey catalog
kindly provided by of L. Tholbecq.

Silvonen et al. 2013, 373: FJHP Site No. S085 actually
states “Late Hellenistic” For the definitions provided by
ShamAyl and ARNAS, see MacDonald et al. 2016, xvi;
MacDonald et al. 2012, xvi.
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approx. 75 and 90 %) falls between 340 and 60 BC.
While the starting date of these high probability val-
ues corresponds well with the conventional dating of
the Hellenistic period beginning with the death of Al-
exander the Great in 323 BC, the end date is due to the
high amount of ARNAS and ShamAyl sites (combined
79 %), where the Hellenistic period is defined to end
at 63 BC. Although the authors do not present an ar-
gument for this precise date, it may be associated with
the military campaigns of Pompey in the Near East.?%*

The Nabataean Periods

Abudanh defines the Nabataean phase to run between
100 BC and 106 AD.?* The FJHP defines it to run from
100 BC to 125 AD.?*¢ Without offering any further defi-
nitions, Abudanh also dates sites to the Late Nabataean
period.® It was therefore necessary to artificially de-
fine this period in order to incorporate it into the study:
Sites dated to the Late Nabataean period by Abudanh
were assigned the dating value 1 for the 1% century AD
and the fuzzy dating value 0,5 for the 2™ century AD.
ARNAS and ShamAyl do not differentiate the Naba-
taean from the Roman period and set both periods to
run from 63 BC to 324 AD.*® The only recorded site
dating to the Early Nabataean period was documented
by the WMWS 1996, which set the phase to the first
two centuries BC.** Since only the one site is evi-
denced for the Early Nabataean period (the maximal
temporal range covering the first two centuries BC),
it is not surprising that the dating probability shows a
constant 100 % (cf. F1G. 15). However, with only one ev-
idenced site, this period is negligible. As Abudanh, the
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Bowersock 1983.

Abudanh 2006, 201.

Silvonen 2013, 129-130. On the FJHP’s subdivision of the
Nabataean period into “Nabataean B.C” and “Nabataean
A.D.] see n. 270.

WMWS 1996 distinguished a Late Nabataean phase as
well, which they defined to run from 170 to 320 AD.*°
With 732 evidenced sites (including Class B survey
sites), the Nabataean period represents the most evi-
denced cultural phase. The maximal temporal range
runs between 100 BC and the 320s AD. As shown in
FIG. 15, the dating probability is relatively low during
the first three decades of the 1* century BC. The dating
probability suddenly rises up to almost 70 % during
the 70s BC. The probability values continue to climb
during the first half of the 1% century AD and peak
around 70 AD. With the turn of the century, however,
there is a sudden drop, eventually stagnating shortly
below 40 % by the 3 century AD. The observed drop
during the beginning of the 2™ century AD correlates
with the Roman annexation of the Nabataean realm in
106 AD, but the continuation of the Nabataean period
into the 4™ century AD seems highly unlikely. This is
due to the relatively high number of sites recorded by
ARNAS and/or ShamAyl (38 % combined), where the
Nabataean period (as well as the Roman period) runs
from 63 BC to 324 AD.*' However, the irregularity
of such a dating of the Nabataean period is shown by
the expected drop at the beginning of the 2™ century
AD marking the more commonly assumed end of the
Nabataean period. This is highlighted by the dashed
line in the dating graph. The probability values for
the Nabataean period after the first quarter of the 2™
century AD must be considered highly critically.

In total, the Late Nabataean period is evidenced by
only ten sites. The maximal temporal range runs from
the beginning of the 1* century AD and ends in the 320s
AD. The relatively high dating probability in the 1 cen-
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See e.g. Abudanh Survey Site No. 063.

MacDonald et al. 2016, xvi; MacDonald et al. 2012, xvi.
Amr et al. 1998, 529: WMWS 1996 Site No. Wadi Musa 23.
Amr et al. 1998, 535: WMWS 1996 Site No. Tayyiba 12.
MacDonald et al. 2016, xvi; MacDonald et al. 2012, xvi.
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FIG. 15

tury AD (approx. 60 %) corresponds well with the dec-
ades shortly before the Roman annexation in 106 AD
(F1G. 15), but the probability values for the 2" to early 4
centuries can only be explained by the dating irregular-
ities of the surveys (being Abudanh and WMWS 1996).
This assumption is supported by the sudden drop dur-
ing the end of the 1* century AD, after which no sites are
evidenced for half a century. Particularly concerning
the Late Nabataean period, it is interesting to note the
complete overlap with the Nabataean period. F1G. 16
shows the Nabataean period defined by WMWS 1996

292 Abudanh 2006, 208.
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Dating probability graphs of the Nabataean periods according to Class A and B survey data.

(light grey) and the Late Nabataean period as defined
by Abudanh (dark grey). Due to this particularly high
degree of temporal overlap, the qualitative value of the
Late Nabataean period is limited.

The Roman Periods

Abudanh sets the Roman period between 106 and 324
AD.*? Without defining them further, he dates sites to
the Early and Late Roman periods as well.?® Again,
it was therefore necessary to artificially define these

293 As an example for the Early Roman period, see Abudanh
Survey Site No. 026. For the Late Roman period, see Abu-
danh Survey Site No. 002.
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Nabataean Period (WMWS 1996) Overlaid With Late Nabataean Period (Abudanh 2006)
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FIG. 16 Temporal overlap between the Nabataean period as defined by WMWS 1996 (light grey) and the Late Nabataean period as
defined by Abudanh 2006 (dark grey).
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periods in order to incorporate them into the larger
study. Abudanh’s Early Roman sites were thus assigned
the dating value 1 for the 2™ century AD and the fuzzy
dating value 0,5 for the 3™ century AD. Sites dated to
the Late Roman period were assigned the dating value
1 for the 4™ century AD and the fuzzy dating value
0,5 for the 3" century AD. The FJHP only acknowl-
edges the Late Roman period, which is set between
150 and 300 AD.** Although ARNAS and ShamAyl do
not differentiate between the Nabataean and Roman
periods, they do distinguish between Early and Late
Roman. Both surveys set the Early Roman period be-
tween 63 BC and 135 AD, and the Late Roman period
between 135 and 324 AD.**

Including Class B survey sites, only 18 sites date
to the Early Roman period. The maximal temporal
range is set between 70 BC and the last decade of the
3 century AD. Due to the unconventional dating of
the period by ARNAS (see above) as well as two sites
recorded by Smith’s survey of the Wadi Arabah, F1G. 17
shows a very small probability for Early Roman sites
dating between 70 BC and 100 AD.**® Corresponding
with the Roman annexation of the Nabataean realm
in 106 AD, the highest probability (85 %) is set during
the 2™ century AD. The relatively high probability for
the Early Roman period dating to the 3™ century AD is
due to the large amount of sites recorded by Abudanh

294  Sijlvonen 2013, 129-130. Silvonen 2013, 129 mentions that
this period is synonymous with the so-called “Nabatae-
an-Roman” period.

295 MacDonald et al. 2016, xvi; MacDonald et al. 2012, xvi.

(89 % of all Early Roman sites).”” As Abudanh does
not give a definition for this period and the dating
values were assigned subsequently and artificially, the
high probability of the Early Roman period dating to
the 3™ century AD must be considered critically.

In total, the Roman period is evidenced by 485
sites. The maximal temporal range runs from 63 BC
to the end of the 4™ century AD. While dating prob-
abilities for the first centuries BC and AD remain
stable around 62 %, a sudden rise up to almost 100 %
can be observed with the beginning of the 2™ century
AD (cf. F1G. 17). High probability values above 87 %
remain until the first quarter of the 4" century AD,
when the dating probability reaches almost 0 around
320 AD. Again, the rise in the dating probability can
be associated with the Roman annexation of the Na-
bataean realm and the drop after 320 AD corresponds
with the conventional beginning of the Byzantine pe-
riod at 324 AD. The lower dating probability from
70 BC to 100 AD is explained by the relatively high
amount of sites recorded by ARNAS and/or ShamAyl
(61% combined), which defined both the Roman
and Nabataean periods to run from 63 BC to 324
AD.?® However, the irregularity of such a dating of
the Roman period is shown by the expected rise at
the beginning of the 2™ century AD. Therefore, the
probability values for the Roman period before the

296 Smith 2010, 75 and 76: BMP/CAS Site Nos. 016 and 019.
297 In total, Abudanh dates 238 sites to the Early Roman period.
298 MacDonald et al. 2016, xvi; MacDonald et al. 2012, xvi.
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FIG. 17

first quarter of the 2™ century AD must be considered
highly critically as indicated by the dashed line in the
probability graph.

Overall, 66 sites date to Late Roman period. The
maximal temporal range runs from 130 AD to the end
of the 4 century AD. The dating probability rises with
the beginning of the third century AD and remains
stable during the entire course of the century (cf.
FIG. 17). The probability values drop again during the
first quarter of the 4™ century AD. This may corre-
spond to the conventional beginning of the Byzantine
period in 324 AD.

299  Abudanh 2006, 215.
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The Byzantine Periods

For Abudanh the Byzantine period is set between 324
and 636 AD.*” Without giving any further definitions,
he also dates sites to the Early, Middle and Late Byz-
antine periods.*® As for the Late Nabataean, Early
and Late Roman periods, it was therefore necessary
to artificially distinguish these periods in order to in-
corporate them into the larger study. For sites dating
to the Early Byzantine period, the dating value 1 was
assigned for the 4" century AD and the fuzzy dating
value 0,5 for the 5 century AD. Abudanh’s sites dating

300  See Abudanh Survey Site No. 002 as an example for a site
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to the Middle Byzantine period were assigned the dat-
ing value 1 for the 5" century AD and the fuzzy dat-
ing value 0,5 for the 6™ century AD. Sites dated to the
Late Byzantine period were assigned the dating value
1 for the 7 century AD and the fuzzy dating value
0,5 for the 6™ century AD. The FJHP also divides the
Byzantine period (generally running from 375 to 525
AD) into ‘Early Byzantine’ (300-400 AD) and ‘Late
Byzantine’ (525-625 AD).*** ARNAS and ShamAyl do
not further divide the Byzantine period, thus dating
the entire phase between 324 and 640 AD.**?
Including Class B survey sites, 23 sites date to the
Early Byzantine period. The maximal temporal range
is set between 300 and the last decade of the 5" cen-
tury AD, although the dating probability graph shows
a very small probability for Byzantine sites dating to
the 5" century AD and a very high probability (85 %)
for sites dating between 300 and 390 AD (FIG. 18).
Only one site is dated by Abudanh to the Middle
Byzantine period. Since the Boolean values for this
period were artificially assigned, the constantly high
dating probability is no surprise (cf. FI1G. 18). With only
one evidenced site, however, this period is negligible.”*®
It appears that the Middle Byzantine period is an indi-
vidual and unique chronological distinction by Abu-
danh without any further historical roots, which gives
even more reason to neglect this cultural period and
rather count the one evidenced site to the general Byz-
antine period as defined by the probability graph.***
With 574 evidenced sites, the Byzantine period is
the second most evidenced cultural phase after the
Nabataean period. The maximal temporal range is set
between 300 and the 640’s AD. The dating probability
graph shows a very small probability for Byzantine
sites dating to the first two decades of the 4™ century
AD and a very high probability (85 %) for sites dating
between 320 and 630 AD.
Including Class B survey sites, only 39 sites date
to the Late Byzantine period. The maximal temporal
range is set between 400 AD and the 630’s AD. The

dating to the Early Byzantine period. For a site dating to
the Middle Byzantine period, see Abudanh Survey Site No.
089 and for a site dating to the Late Byzantine period, see
Abudanh Survey Site No. 017.

301  Silvonen 2013, 130. Similar to the FJHP’s definition of
“Nabataean A.D” where the latest date is simply defined as
the “early 2" century;” the Byzantine period is defined as the
“late 4™ to early 6™ century” (Silvonen 2013, 130, table 9).
As the definition of “early 2™ century” was interpreted here
as the first quarter of the 2™ century (125 AD), “the late 4%
century” was understood as the last quarter of the 4™ cen-
tury (375 AD) and the “early 6" century” as the first quarter
of the 6% century (525 AD). According to the FJHP, the
Late Byzantine period is defined as “in the course of the 6™
century to the early 7 century” (Silvonen 2013, 130, table
9). Presumably, this corresponds with the end of the FJHP’s

high amount of Late Byzantine sites is recorded by
Abudanh (87 %), which most likely explains the sud-
den rise of the dating probability values towards the
end of the 6" century AD. However, as Abudanh does
not give a definition for this period and the dating
values were assigned subsequently and artificially, the
rise of the dating probability in the 7" century AD
must be seen critically.

Quantifying Chronological Uncertainties —
A Discussion

The seemingly immense effort to quantify the inherent
chronological inconsistencies within the original sur-
vey data may raise questions on the meaningfulness of
the methodology. Particularly in landscape archaeo-
logical studies, the application of interdisciplinary and
scientific research methods are on the rise. By appro-
priating such investigative approaches, archaeological
research studies are treated as exact sciences — which
they are not. Archaeological datasets are always biased
by the original surveyors’ theoretical background, their
understanding of chronological and archaeological site
definitions and the provided archaeological informa-
tion is often prone to problematic site identifications.
With this in mind, by quantifying the chronolog-
ical inconsistencies inherent to the original survey
data, it was possible to develop a rigidly structured
spatio-temporal dataset of archaeological sites within
the Petra area. Based on the process of calculating the
degree of chronological uncertainties for each evi-
denced cultural period, the differing chronological
systems of the various surveys were brought into a
uniform format. Each cultural period is now defined
by the dating probability values for each decade within
the maximal temporal time span of a given cultural
period. Alternatively, it would have been possible to
simply develop an independent chronological system
and attempt to fit the original survey data into that
system. However, this would have only added yet

Byzantine period, thus at 525 AD. The “early 7" century”
was defined as the first quarter of the 7% century (625 AD).
302 MacDonald et al. 2016, xvi; MacDonald et al. 2012, xvi.
303 [n fact, the ‘Middle Byzantine period’ as a chronological
distinction is widely uncommon for the Levant. Dealing
with the history of the entire Byzantine Empire (306-1453
AD), T.E. Gregory defines the Middle Byzantine period
between 717 and 1204 AD (Gregory 2005, 367). A similar
classification is also given by Shepard 2008, 30 for the
“Middle Empire,” set between c. 700 and 1204 AD.
A. Cameron does not distinguish between cultural periods
and holds to historical events only (Cameron 2006,
199-206). Specifically dealing with the Byzantine period in
the Near East, Kennedy 2006 gives no detailed information
on different periodizations.

304  Cf. also the full temporal overlap shown in fig. 18.
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another differing chronology and such an approach
would not only fail to solve the issue of chronological
inconsistencies within the original data, it would only
add to the problem at hand.

While that may be correct, the presented proba-
bility graphs shall not be misunderstood as a rectifi-
cation of unclear chronological definitions, but more
as representations of the chronological biases inherent
to the base dataset of this study. The dating probability
graphs of some cultural periods may even seem histor-
ically imprecise or chronologically distorted. A good
example is the Nabataean period that ranges from the
1* century BC to the 3™ and early 4™ centuries AD,
which is, of course, historically false. However, as such
outliers were inherent to the original survey data, they
are represented in the probability graphs. It is there-
fore crucial to adopt the dating probability graphs
critically and acknowledge the chronological incon-
sistencies inherent to the original data. Also, the in-
formative value of the graphs varies when considering
the differing amount of sites: The maximum amount
of dated sites belongs to the Nabataean period (732),
while the least evidenced cultural periods are the
Early Nabataean and Middle Byzantine periods with
only one count each. From all datable sites, 59,90 %
date to the Nabataean period, while only 0,08 % to the
Early Nabataean and Middle Byzantine periods. This
also has to be considered when evaluating the results
presented here.>®

Nevertheless, the dating probability graphs simply
define the various periods as they were evidenced by
the original survey data. The graphs do not represent
an absolute definition of chronological periods, but
visualize the chronological inconsistencies and tem-
poral uncertainties inherent to the original surveys.
The problematic chronological information is thus
made transparent. Furthermore, the dashed lines in
the graphs also show the limits of the qualitatively
more accurate time spans of each cultural period
highlighting the inconsistencies inherent to the origi-
nal data even more. Any reference to cultural periods
in the following chapters are therefore based on the
presented probability graphs since these represent the

305 One could experiment with different weighting of the
percentage values of the various cultural periods in order
to account for these variances. However, this goes beyond
the scope of this study and the resulting differences are
expected to be minimal. Also, when expressing the amount
of sites evidenced per cultural period as percentage values
from all datable sites, it is possible to define a range of in-
formative value: cultural periods evidenced only between
0,08 and 1,47 % can be deemed informatively negligent.
Cultural periods evidenced between 1,80 and 5,40 % may
have “little” informative value. Cultural periods evidenced
between 20 and 30 % are “acceptable” and periods between

(quantified) chronological information provided by
the original base data.

A further advantage of this quantification attempt
is that the examined archaeological sites can now be
filtered both by cultural periods as well as by absolute
time blocks in a methodologically responsible manner.
However, sorting by cultural periods is problematic.
For example, if one would like to consider all sites
evidenced for the Nabataean period, one would re-
ceive sites dating from the 1* century BC to the early
4™ century AD. Actual temporal contemporaneity of
sites is therefore neglected. Also, ‘Nabataean’ sites dat-
ing to the 1% century BC, but not to the 1 century
AD could only be filtered with great difficulties. More
importantly, the temporal range of cultural periods as
defined by the dating probability graphs is not nec-
essarily historically accurate. Sorting sites by cultural
periods are therefore likely to result in a historically
distorted archaeological model of the Petraean hinter-
land. This raises the question of what the most appro-
priate method is to visualize the temporal uncertain-
ties on an archaeological site distribution map.

Several suggestions for visualizing temporal
uncertainties of archaeological sites were already
made.** Following Bevan et al., the most straightfor-
ward way for presenting site distributions according
to the dating probabilities of a specific cultural period
is to classify sites by certain dating percentages.*”” As
an example, a site distribution map was created for the
Nabataean period showing the different dating prob-
abilities of sites within that cultural phase (F1G. 19).

Based on the probability values shown in the dating
probability graph of the Nabataean period (cf. FIG. 12),
sites were classified according to percentage cut-offs for
dating probabilities between >25 % and < 50 % (repre-
sented in dark grey), 250% and <75 % (represented
in grey) and 275 % (represented in light grey). While
this map visualizes the dating uncertainties for the Na-
bataean period well, it includes sites that are evidenced
from the 1% century BC to the 2™ century AD and
therefore neither represents chronological continuities,
nor actual contemporaneity of sites. It is not possible to
map the actual dating of the individual Nabataean sites.

30 and 50 % “good.” Periods evidenced by over 50 % can
be referred to as “excellent” Hence, the periods Early
Nabataean, Middle Byzantine, Iron Age 3, Iron Age 2a
and b, Late Nabataean and Early Roman belong to the
class “negligent.” The cultural periods Iron Age 1, Early
Byzantine, Iron Age, Late Byzantine, Hellenistic, Iron Age
2c and Late Roman belong to class “little.” Iron Age 2 is
“acceptable” The Roman and Byzantine periods are “good”
and the Nabataean period “excellent”

Bevan et al. 2013b, 45, fig. 9; Bevan et al. 2013a, 318, fig. 2;
Nakoinz 2012, 203-205, Abb. 8.

307 Bevan etal. 2013a, 317.
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FIG. 19 Distribution map of sites
in the Petra area dating to the
Nabataean period based on the
dating probability values. Sites
classified according to percentage
cut-offs for their dating probabil-
ities are represented in different
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This is a general problem when studying the spatial
distribution of sites based on cultural periods.

Sorting archaeological sites by absolute time
blocks is therefore far more appropriate. Such an
approach is not concerned with historical accuracy
of cultural periods, since it simply filters sites accord-
ing to their actual dating. It is more advantageous
to break the chronological information of cultural
periods into absolute time blocks. By structuring
site distribution maps by centuries for example, con-
temporaneity and chronological continuities of sites
are far easier to visualize. Different site types of the
same date can be displayed as well, which is not pos-
sible with distribution maps showing the temporal
uncertainties of cultural periods. Thus, such centu-
ry-based visualizations of the spatio-temporal dataset
of the Petraean hinterland form the visual basis for
conducting further analysis on the spatial patterns of
the evidenced sites through time.

However, one issue concerning site contemporane-
ity still remains: While breaking cultural periods back
into smaller time spans (e. g. in centuries), the resulting
site distribution maps display all sites that date into the
time span of interest. This gives the impression that
these sites date into that period with absolute certainty.
However, as clearly demonstrated, many sites docu-

mented by the original surveys in the Petra area cannot
be dated with absolute certainty. In order to represent
this dating uncertainty in century-based archaeological
site distribution maps, sites that cannot be dated with
certainty into a given century (thus ‘fuzzy sites’) could
therefore be represented slightly transparent in the dis-
tribution maps. However, this would have required an
extraordinary effort in creating the numerous distribu-
tion maps, which was not realistic within the scope of
this study. The site distribution maps should therefore
be considered with some caution. The critical reader
further interested in the dating certainty of particu-
lar sites may consult the site catalogue (Appendix I),
which lists all dating values for each site.

Spatial Analyses -
A Methodological Overview

After the critical presentation of the re-evaluation of
the archaeological core dataset, this section offers a
critical methodological overview of the spatial anal-
yses applied in this study. These landscape archae-
ological approaches include point pattern analyses,
cost-surface analyses and visibility analyses.
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Point Pattern Analysis

As G.M. Findlater stated in relation to his study of Ro-
man military sites in southern Jordan, “[...] the iden-
tification of patterning in the archaeological record is
fundamental to the analysis of sites in the landscape.”>*
Indeed, the observed patterns may reveal important
insights into the potentially various reasons for past
human settlement behavior. The distribution of ar-
chaeological sites may have been impacted by cultural
factors, environmental constraints and influences, or
a combination of both. Alternatively, site distributions
do not follow any larger explanatory models and site
locations were selected completely randomly.
Numerous studies have attempted to research the
various reasons for the particular distribution of ar-
chaeological sites in various regions and time periods.
As these studies are often dealing with large quantities
of (spatial) data, the rise of statistical analyses and GIS-
based methods in the 1980s, particularly within the
emerging field of landscape archaeology, has provided
archaeologists with another valuable toolset for further
investigating archaeological site patterns. Despite this
development, however, many archaeological studies
concerned with the evaluation of site patterns are still
often based on very general and simplistic assessments,
and thus offer only limited insights into the often com-
plex interaction of cultural and/or environmental fac-
tors that impacted the recorded site pattern.*”
However, a particular method derived from the
field of spatial statistics is currently on the rise and is
being increasingly applied by modern landscape ar-
chaeological studies.*"° This method is known as point
pattern analysis (PPA) and is dedicated to objectively
delineate, characterize and evaluate explicit processes
that may have caused particular spatial distributions
of archaeological sites (or more generally expressed:
points). The main principle of the method is fairly
straightforward: As with other statistical analyses,
PPA determines whether a set of points deviates from
a specific distribution pattern. PPA characterizes the
simplest possible set of spatial data (e.g. archaeolog-
ical sites) distributed across a spatial environment

308
309

Findlater 2002, 139.

Cf. e.g. Nakoinz — Knitter 2016, 1-3 ; Keron 2015, 2—4;
Knitter et al. 2014, 107-108; Amirkhiz et al. 2009, 261 and
van Leusen 2002, chapter 1, 2-3.

See e.g. Nakoinz — Knitter 2016, 129-147; Keron 2015 or
Kanitter et al. 2014.

O’Sullivan - Unwin 2010, 123, 137-139 state that a very
straightforward way to counter edge effects is by including
a kind of buffer or guard zone around the edges of the
actual study area and, in a second test-run, include sites
within that buffer zone as well. However, they also refer
to an empirical study that researched how such corrective

310

311

or region. The method is a useful tool for describing
the spatial processes that caused the patterns of sites
within that predefined spatial environment quantita-
tively. It assists in evaluating whether a specific point
cluster can be identified or whether points are evenly
distributed. Based on the PPA results, it is possible to
discuss patterns of archaeological sites on a quantita-
tive and empirical basis. PPA is therefore a valuable
tool in further assessing the reasons behind particular
site patterns in the Petraean hinterland.

Determining the study area can have a significant
effect on the resulting PPA, as an analysis of the same
point pattern may lead to completely different results
when placed in a different study area. For example, the
defined study area in this case is set at a 20 km radius
around Petra. While this remains a good delimitation
for this study, the 20 km radius cuts the Petra area arti-
ficially and documented survey data outside the study
area is excluded from the analysis. This well-known
challenge, commonly referred to as the edge effect,
should be considered when interpreting PPA results.*!*

In conducting PPA, the aim is first to determine
whether the spatial distribution of points shows a
random point pattern or a structured point pattern.
Random point patterns are independent from spatial
influences, therefore undergoing non-spatial processes
and indicating that the pattern follows an individual
distribution process (or none). In such cases, complete
spatial randomness (CSR) applies and the pattern has
undergone an independent random process (IRP).** If
CSR prevails, this means that every point has an equal
probability of being placed in any position within the
predefined region. CSR thus attests to a complete spa-
tial independence of the points from each other, i.e. the
position of any point is completely independent of the
position of another point. When the density function of
the pattern is constant, this is referred to as a stationary
point pattern; an additional indicator for CSR. In the
case of a stationary point pattern process being identical
in all spatial directions (isotropic), it is referred to as a
homogeneous point process. This signifies CSR as well.
Therefore, stationary Poisson point pattern processes
are taken as reference models in order to test for CSR.**

measures against the edge effect affected the results of the
K-function (more below). They conclude that “[...] if the
analysis is largely descriptive, to detect and characterize
an observed pattern rather than to estimate parameters of
a specific hypothesized point process, there is little point in
using any of these corrections” (O’Sullivan - Unwin 2010,
139). For more on the edge effect, see also Keron 2015, 18.
Baddeley et al. 2016, 132-137; Keron 2015, 23; Knitter et
al. 2014, 112.

Baddeley et al. 2016, 129-139, Baddeley et al. 2016,
299-304; O’Sullivan — Unwin 2010, 105-106. A Poisson
distribution is a discrete probability distribution express-
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First order property:
location depends on an
spatial parameter

FIG. 20 First-, second- and
third-order effects of point
patterns after Nakoinz - Knitter
2016, 130, fig. 7.1.

In contrast, structured point patterns are influ-
enced by spatial factors, other points or more complex
spatial structures. Spatial or natural factors include
natural landscape conditions such as topography,
geology, water courses etc., which are referred to as
covariates.* Structured point patterns contradict
CSR conditions. The dependency of point patterns on
spatial or natural factors (or any covariate) is referred
to as first-order effects or properties, i. e. the probability
of a point being influenced by such spatial or natural
factors and not by other events in the pattern (FIG. 20).
When evaluating such first-order effects, the point
density (or intensity) is investigated.’'®

If a point pattern is influenced by points, this sig-
nifies a second-order-effect.’'® If the pattern reflects
second-order properties, points within a pattern are
dependent on each other and interact spatially. The
probability that a point is positioned somewhere in
the predefined region and influenced by the position
of other points within the same pattern is high. When
evaluating such second-order effects, the distance be-
tween points is investigated.*"”

Conducting Point Patten Analysis

To explain the different steps of how to conduct point
pattern analysis, this section takes settlement sites (in-
dependent of subcategories) recorded in the Petraean

ing the probability of a specific number of points (events)
occurring in a fixed interval of space assuming that these
points are distributed at a known average rate and that
they are independent of other points. In PPA, the Poisson
distribution evaluates the total intensity given by the
average number of points within pre-defined quadrats laid
over the study area (see below). In contrast to a binominal
probability distribution, where the probability values are
based on the area of quadrats relative to the location in the
study region and the total number of points in the pattern,
Poisson distributions correspond to the “[...] classical law
of the frequency of rare events”(Baddeley et al. 2016, 135).

314 Baddeley et al. 2016, 8-10, 177-188.

315 Keron 2015, 17, 18-19; O’Sullivan - Unwin 2010, 124.

Spatial Analyses — A Methodological Overview

Second order property:
location depends on
the relationship to
other points

hinterland and dating to the 1 century AD as a test
dataset.’® Prior to beginning the PPA, all settlement
sites within the core study area are plotted and sim-
ple measures are calculated. These include the mean
center of the settlement pattern, the standard distance
between the points (measured in meters) and the over-
all, or global, intensity of the pattern. FIGURE 21 shows
the study area with all settlement sites dating to the 1%
century AD with the mean center of the point pattern
marked by the cross. The radius of the circle around
the mean center equals the calculated standard dis-
tance between all settlement sites, which is 10146,59 m
(10,15 km). These very simple measures belong to the
method of centrography and can be particularly useful
for researching changes in the point pattern over time.
However, centrography does not yield any detailed
information on the character of the pattern itself. It is
not possible to detect potential first- or second-order
properties in the pattern.*® Instead, density-based ap-
proaches can help describe first-properties.

First-Order Properties

After conducting simple measures of centrography, the
next step involves the further calculation of intensity
values, i.e. global and local intensities.**® The global
intensity () assesses the number of points per square
kilometer by dividing the total amount of points (n)

316
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See e.g. Keron 2015, 18, 19.

Additionally, if a pattern shows a dependency on more
complex spatial structures, this is commonly referred to

as third-order effects or properties. According to Nakoinz —
Knitter 2016, 144, by evaluating third-order effects, the spa-
tial interaction between point triples is researched (by the
so called T-function). As these are not directly evidenced in
this study, third-order properties will not be considered.

All PPAs were conducted with the use of the statistical
computing software R. An exemplary script that highlights
the workflow of the individual steps described here is
included in Appendix IL.

O’Sullivan - Unwin 2010, 125-126.

Baddeley et al. 2016, 149.
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Third order property:
location depends on
the whole structure
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within the pattern (A) by the size of the study area
measured in square kilometers (a):**

n_ #S€A
a  a

A=

In this test case, the global intensity value (GIV) is set
at 0,168 settlement sites per square kilometer within
the study area (measuring 1599,992 km? in total)
(TABLE 5).%

The local intensity approach divides the study area
evenly into artificially defined grids or quadrats based
on the total size of the study area and simply counts
the amount of points situated within each quadrat

321 After O’Sullivan — Unwin 2010, 126: “[...] #(S € A) is the
number of events in pattern S found in study area A of area a
in appropriate squared distance units such [as] m® or km>”

322 Note that density-based approaches are particularly sensi-
tive to the definition of the study area (O’Sullivan - Unwin
2010, 126).

323 Baddeley et al. 2016, 163-168; Keron 2015, 16; O’Sullivan
- Unwin 2010, 126-127.

324 The quadrat size is determined automatically and is
dependent on the size of the study area. Regularly sized
quadrats are exhaustively placed with no overlaps within
the entire study area and fill it completely (Baddeley et al.

FIG. 21 Settlement sites dating

to the 1 century AD. The cross
marks the mean center of the point
pattern encircled by the standard
distance between all settlement
sites.

(F1G. 22).%% In this case, the mean of the quadrat count
— termed here as mean local intensity value (LIV) -
lies at 10,76 settlement sites per quadrat.®* In order to
evaluate whether CSR applies to this particular pat-
tern, the ‘quadrat test’ is conducted using the quadrat
count that was just calculated before.’” The quadrat
test is used to compare the quadrat count from the
empirically observed evidence and the quadrat count
from the expected theoretical (in this case meaning
CSR) amount of points within the quadrats based on
a variation of the Pearson X statistic.*2*

The results of the quadrat test for 1% AD settle-
ment sites in the Petra area (FIG. 23) show the same
quadrats as previously defined, however three counts

2016, 167). However, randomly placed quadrats are also
applied in some studies. For more on the placing of quad-
rats, see O’Sullivan — Unwin 2010, 127-128.

325 Baddeley et al. 2016, 165-167. Note, however, that the
application of the x°-test is currently considered extremely
critically for statistical tests (Nakoinz — Knitter 2016, 135;
Hubbard - Lindsay 2008 and Thompson 2006). The
method is thus applied only as an initial test for CSR and is
complimented by further statistical analyses (more below)
in order to verify potentially problematic results of the x*
-test.

326  See also Baddeley et al. 2016, 165-166 and 278-381.



Spatial Analyses — A Methodological Overview

0 2 16
0 0
0 5 24 ., ¥ : 2
2 1 38 .. 58 4
0 1 13 30 £
0 1T 0
1 23 . 4
FIG. 22 Quadrat counts of settlement \ . /

sites dating to the 1% century AD.

are depicted instead of only one. The upper left num-
ber represents the empirically observed number of
points within the quadrats, the upper right number
corresponds to the expected theoretical number of
points if CSR would apply and the lower number is
the actual result of the quadrat test expressed by the
so called Pearson residual that indicates the likelihood
of accepting the null hypothesis (CSR = 0).*” Pearson
residuals of +/- 2 signify an unusual amount of points
within the respective quadrat.**® In other words, the
closer the Pearson residuals are to +/- 2, the more they
go against CSR, while the closer they are to 0, the more
they would suggest CSR. The larger Pearson residuals
are than +/- 2, the greater is the departure from the fit-
ted model of points within a quadrat clearly indicating
that there is no CSR.

Tested for 25 quadrats, the quadrat test for 1 AD
settlements suggest that the pattern of the sites is not

327 Generally on the null hypothesis, see Baddeley et al. 2016,
370: “[...] the researcher formulates two hypotheses, the
null hypothesis Ho and the alternative hypothesis H1. The
null hypothesis is the statement that ‘nothing is happening.
The alternative hypothesis effectively specifies what kinds
of departures from the null hypothesis we wish to be able to
detect efficiently.”

randomly structured, thus going against CSR (except
for quadrat D3 where the Pearson residual is -0,19).%%
Interestingly, quadrat C4 with the high Pearson re-
sidual of 12 corresponds well with the location of the
mean center of the point pattern going against CSR
as well.

The section above has concluded the first steps on
how to test for CSR. Particularly the quadrat test has
shown that the overall point pattern of 1 century AD
settlement sites is not randomly spaced and therefore
dependent on first- or second-order properties.

In researching whether the pattern of the settlement
sites demonstrated CSR, global and local intensities, or
densities, were evaluated. Another approach for inves-
tigating densities is by applying the kernel density esti-
mation (KDE).*** KDE is a well-known method applied
in statistical analyses for scatterplot smoothing. While
there are some applications of the method in archae-

328
329

Baddeley et al. 2016, 379.

However, only 9 quadrats are of actual regular size. The
remaining quadrats are irregularly formed due to the circu-
lar shape of the study area.

Nakoinz - Knitter 2016; Knitter et al. 2014, 113; O’Sullivan
- Unwin 2010, 68-72.
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ological studies, the proper use of KDE is not particu-
larly widespread.**! KDEs smooth a known quantity of
points in space.”® The degree of the smoothing is de-
fined by the bandwidth parameter, which can roughly
be referred to as the search radius from a point in a
landscape.’ Generally, larger bandwidth values result
in a smoother and general density map, while smaller
bandwidth values produce more edged and detailed
results. Within that predefined bandwidth or search
radius, an artificial shape - the kernel - is placed over
each spatial point. The size of the kernel is determined
by the distribution of the researched points, the shape
of the kernel and the chosen bandwidth.*** These ker-
nels are then summed together, to produce the density

331 Herzog - Yépez 2013; Herzog 2007; McMahon 2007;
Baxter et al. 1997. For a GIS-based application of KDE
see most recently Nakoinz - Knitter 2016, 67-85; Bevan
- Conolly 2006, 175-177 and Wheatley - Gillings 2002,
186-187.

332 Cf. the illustrative description of KDEs by Baddeley et al.

2016, 168: “Our favorite analogy is to imagine placing one

square of chocoloate on each data point. Using a hair dryer

we apply heat to the chocolate so that it melts slightly. The
result is an undulating surface of chocolate; the height of
the surface represents the estimated intensity function of the
point process. The total mass of chocolate is unchanged.”

Baddeley et al. 2016, 170; Herzog - Yépez 2013, 369.

For example, the size of a Gaussian kernel is defined by the

standard deviation of the distances between the researched

333
334

maps. The more kernels are added together, the higher
the density of points is in that area.

Determining the size of the bandwidth is the
most crucial factor when applying KDEs.*** While a
smaller bandwidth should be chosen for researching
the density of points on a smaller, local scale, larger
bandwidths are more appropriate for larger, regional
scales.* The main question is therefore: how to define
the bandwidth? Defining a bandwidth is very much
dependent on the research question and always re-
mains somewhat intuitive.** However, a general rule
of thumb is that the bandwidth “[...] should be about
three times the mean distance to the nearest neighbors
[of the spatial points] and at least the distance to the

points. More elaborate kernel functions experiment with
different statistical weighting of the base data. As O’Sullivan
- Unwin 2010, 69 state: “More sophisticated variations on the
basic KDE idea make use of kernel functions, which weight
nearby events more heavily than distant ones in estimat-
ing the local density. [...] Other functional forms, based on
the distance of the point to be estimated from events in the
pattern, are possible and are specified with a parameter that
is equivalent to the simple bandwidth r” This study uses the
bell-shaped Gaussian kernel (or Gaussian function). Cf.
Nakoinz - Knitter 2016, 71; Herzog - Yépez 2013, 369.

335 Nakoinz - Knitter 2016, 79-80; Keron 2015, 31-34; Knit-
ter et al. 2014, 113.

336 Nakoinz - Knitter 2016, 79; Herzog - Yépez 2013, 369.

337 Herzog - Yépez 2013, 369.



nearest neighbors itself.”**® The most important issue
regarding the use of KDE:s is discussing the definition
of the bandwidth for the individual study. Applying
a Gaussian kernel on the settlement sites of the Pe-
tra region, three different bandwidth sizes - large,
empirical and small — were tested to evaluate which
size suits this study most appropriately.*® The large
kernel bandwidth was set artificially to 1500 m, while
the bandwidth for the so-called ‘empirical KDE’ was
defined as the mean distance to the nearest neighbor
value of settlement sites (520,04 m). The bandwidth of
the small KDE was set to the median distance to the
nearest neighbor value of settlement sites (310,77 m).

While all three definitions fall well within the
accepted norms for defining a KDE bandwidth, the
resulting density maps of the settlement sites are
significantly different (F1G. 24).%*° As the large KDE
shows only very general patterns of the site densities,
it is not possible to distinctly distinguish any concen-
tration areas of settlements. Important information on
the spatial distribution of the sites is therefore lost. In
contrast, the small KDE depicts a far more detailed
level of information, in some cases even showing indi-
vidual settlements with high density values. However,
individual settlements certainly do not mark a high
spatial concentration and therefore the small KDE
offers misleading results as well. The empirical KDE
shows the general density trends of the large KDE as
well as more detailed information pertaining to spatial
concentrations of settlement sites. In comparison to
the small KDE, however, it represents the actual den-
sity proportions more adequately. Based on this test-
run of different bandwidths, all KDE calculations are
therefore conducted with this bandwidth.

Generally, KDEs are particularly interesting when
researching spatial distribution patterns diachron-

338 Nakoinz - Knitter 2016, 79-80. However, other suggestions
concerning the size of the bandwidth have also been made:
“A built-in function is based upon Silverman’s suggestion
[1]. According to the manual, ‘it defaults to 0.9 times the
minimum of the standard deviation and the interquartile
range divided by 1.34 times the sample size to the negative
one-fifth power’ Scott [8] suggests a factor of 1.06.” (Nakoinz
— Knitter 2016, 80). Further proposals for defining a
bandwidth are also given by Baddeley et al. 2016, 170-172
as well as Bivand et al. 2008, 165-168.

339 According to Nakoinz - Knitter 2016, 80, a Gaussian ker-
nel is most appropriate in most cases. However, Herzog -
Yépez 2013, 369 favor the paraboloid Epanechnikov kernel
(see also Herzog 2007). They also recognize, however, that
kernel shapes have little influence on the resulting density
estimations.

340 In the case of the settlement sites, three times the distance
to the nearest neighbor would equal 1560,111 m, thus be-
ing virtually the same as the artificially defined bandwidth
of the large KDE.

Spatial Analyses — A Methodological Overview
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FIG. 24 Different bandwidth sizes for conducting KDEs on 1
century AD settlement sites in the Petra area.
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FIG. 25 KDE of settlement sites dependent on elevation values.

72

ically. Incorporating KDEs into site distribution maps
not only helps to visualize spatial shifts of archaeo-
logical sites through time, but it is also a great tool for
localizing spatial hubs of certain sites types. In terms
of investigating first-order effects within point pattern
analyses, however, KDEs can be particularly useful
for researching the dependencies of the location of
archaeological sites on various covariates.

For example, the KDE of settlement sites can
be set into relation with elevation values within the
study area resulting in a new KDE map highlighting
the concentration areas of settlement sites that are
spatially dependent on elevation values (FIG. 25).
Additionally, a so-called ‘intensity function of a co-
variate’ (e.g. elevation values) can be produced to
depict the varying spatial density values of the point
pattern (in this case the pattern of settlement sites)
along the y-axis in dependence on the covariate val-
ues along the x-axis (in this case elevation values in
meters) (FIG. 26).**' Corresponding with the rise of
the intensity function in black (the grey represents
the rate of confidence or error rate), the narrow verti-
cal black lines along the x-axis represent the empirical
values of the pattern, i.e. in this case the elevation
values of the individual settlement sites. The inten-

341 Cf. Baddeley et al. 2016, 152.

342 Asdescribed in chapter 5, they correspond geographically to
the Jabal Shara region where the maximum annual precip-
itation rates in the study area occur. The KDE of the settle-
ments that are dependent on elevation values not only con-
firms this interpretation, but also allows a more exact loca-
tion of these concentration areas. Obviously there appears to
be three noticeable hubs of elevation-dependent settlements:
The first is concentrated in the Beidha area, just north of

sity function of settlement sites thus shows that while
there are close to no settlements situated below eleva-
tion values of 500 m, the density of settlements rises
steadily with higher elevations. The function reaches
a first peak around 1000 m maintaining similar den-
sity values until a sudden and drastic rise occurs the
closer elevation values are to 1500 m. This signifies a
clear concentration of settlement sites around these
elevation values.**?

Based on KDEg, it is additionally possible to run
the Pearson product-moment correlation test. This
method calculates certain correlation values between
two sets of samples or parameters.’*® The test eval-
uates the degree of linear association between two
parameters, which is expressed by the correlation
coeflicient r. The Pearson correlation pulls a straight
line of best fit — or trend line - through the two param-
eters’ data and the correlation coefficient r simply reg-
isters the distance of all data to the trend line ranging
from +1 and -1. An r-value of 0 signifies that there is
no correlation between the two parameters. Thus, the
closer the coeflicient is to +1 or -1, the stronger is the
correlation between the parameters. Positive r-values
indicate an increase in the values of both parameters.
Negative r-values signify that while the value of one
parameter increases, the value of the other decreases.
In more simple terms, r-values between +1 and -1
indicate a variation of the parameters from the trend
line and the closer they are to 0 the larger is the varia-
tion. This may seem to be a very abstract method, but
when dealing with spatial (archaeological) data, it is
a very useful tool for evaluating if any spatial correla-
tion between two different sets of archaeological sites
exist and is thus extensively applied in this study. Na-
koinz and Knitter argue that comparing the location
of sites alone might produce a statistical bias in the
results of the Pearson correlation test.>** They there-
fore propose to include 500 random sampling points
in addition to the evidenced pattern. To account for a
possible bias with these sampling points, however, the
example of 1 century AD settlements provide Pear-
son correlation values with and without the sampling
points. TABLE 6 shows the calculated Pearson correla-
tion coeflicients between the density of the archaeo-
logical evidence type ‘settlement’ (with its respective

Petra. The second lies near the modern village of Wadi Musa
(ancient Gaia) and the last, immediately east of Wadi Musa
along the course of Wadi Malghan, just north of al-Bitar.
Nakoinz - Knitter 2016, 87-88, 132. For an easily
explained and quick introduction to the Pearson prod-
uct-moment correlation, see also Lane 2016, 170-175. For
an online-version: http://onlinestatbook.com/2/index.html
(last accessed: 06.04.2021).

Nakoinz - Knitter 2016, 132.
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FIG. 26 Intensity function of terrain
elevation for 1 century AD settlement
sites in the Petraean hinterland.

subcategories) and the density of other archaeological
site categories dating to the 1% century AD. Without
going into too much detail here, the coefficient values
on the archaeological evidence level show that there
is a general spatial correlation between settlement
sites and other types of archaeological evidence.’*
However, with a mean coefficient value of 0,27, the
degree of spatial correlation is generally weak, with
the exception of the spatial correlation between rural
mansions and industrial/exploitation installations
(r-value of 0,62) as well as between farms and water
storage installations (r-value of 0,65). TABLE 6 also
shows only little variance between the calculation
of the Pearson correlation coefficients with the 500
sample points and those without.**¢ Only little vari-
ance between the correlation values calculated on the
basis of the observed point pattern and the pattern
including 500 sample points was observed with other
types of archaeological categories as well. Thus, fol-
lowing Nakoinz and Knitter’s statistically more correct
approach, Pearson correlation values are given only
with the sample points for all archaeological catego-
ries discussed in this study.

However, evaluating Pearson correlation values
by such numerical coeflicients may seem too abstract
to handle for a qualitative archaeological assessment.
The numeric Pearson correlation coefficients were
therefore transformed into qualitative expressions.

345 Note that the reason why there are no coefficients for cities
and road markers is that only one site of those categories is
evidenced for the 1% century AD. It is not possible to cal-
culate Pearson correlation coefficients with one parameter
consisting of only one point.

The exception being the resulting r-values between set-
tlements and communication infrastructures. As Nakoinz

— Knitter 2016, 133 point out, it is also important to note
that r-values, including the sample points, can vary when
repeating the test as the sample points are randomly chosen.
Cf. Beldjazia — Alatou 2016, 26-27 referring to Evans 1996.
Note that different qualitative classifications of the Pearson
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Based on Evans’ guide for describing the strength of
the correlation values, the ranges of coefficients were
reclassified into qualitative statements expressing
the different levels of spatial correlation between the
various parameters (TABLE 7).**” Rather than refer-
ring to abstract numbers, such a reclassification of
the Pearson correlation coefficients makes a qualita-
tive evaluation of the spatial dependencies between
archaeological sites far easier to comprehend for ar-
chaeological research purposes. TABLE 8 shows that
the qualitatively expressed Pearson correlation test
demonstrates only very weak and weak spatial cor-
relations between settlement sites and other types of
archaeological evidence. Some moderate correlations
are also evidenced.**®

In this test case, strong spatial correlations be-
tween rural mansions and industrial/exploitation in-
stallations as well as between farms and water storage
installations can be noted.

Finally, the potential dependencies of settlement
sites on elevations were evaluated. Other environ-
mental constraints, such as slope values (given in
%); slope directions (percentage of direction); geo-
graphical distances to streams (wadis) and the var-
ious covered geological zones (%), were also ana-
lyzed for this test case as shown in TABLE 9. It can be
shown that settlements were preferably established
at locations with comparatively flat slopes (average

correlation values may lead to different statistical infer-
ences. For example, cf. the ‘rule of thumb’ for interpreting
the size of a correlation coefficient presented by Mukaka
2012, 71. However, Mukaka makes use of Spearman’s
correlation coefficient instead of Pearson’s.

This study will generally not discuss such very weak, weak
and moderate spatial correlations as the scientific value of
such information is relatively limited. Instead, only ‘strong’
and ‘very strong’ spatial correlations will be discussed ex-
plicitly as it may be assumed that such correlation classes
signify truly noteworthy and conspicuous spatial correla-
tions between different archaeological sites.

348
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slope value of 16,21 %) without clear preference for
specific slope directions.*® The average elevation
value lies at 1388,27m a.s.l., corresponding well
with the values given in F1G. 26. The average distance
to streams (wadis), lies just under 700 m, which in-
dicates a preference to settle near potential water
sources. It could also be established that over half
of all evidenced settlements (58,36 %) are situated on
limestone®*!, followed by 13,79 % of all settlements
situated on alluvium and 13,38 % on sandstone. Pre-
sumably, settlements were thus founded on comfort-
able geological formations.

Second-Order Properties

Thus far, the density-based evaluations of first-order
properties for 1% century AD settlement sites has
shown that the pattern demonstrates no signs of CSR
and that there is a significantly high density of settle-
ments situated at elevation levels around 1500 m a.s.1..
The Pearson correlation test has demonstrated that
there is a predominately weak and very weak spatial
correlation to other types of archaeological evidence
in the study area. A strong correlation between rural
mansions and industrial/exploitation installations as
well as between farms and water storage installations
was demonstrated.

In addition to such first-order effects, dis-
tance-based dependencies, or the degree of spatial
interaction, between settlements and other sites can

349  This can be seen by the relatively even percentage of
geographical directions ranging between a min. value of
8,92 % of settlements situated on slopes oriented to the
NW and a max. value of 15,24 % of settlements situated on
slopes oriented to the southwest.

Although wadis are often only seasonally flooded.

This covers most of the Jabal Shara region and eastern high
plateau, thus confirming the results of the elevation values
presented above.

Cf. Baddeley et al. 2016, 149; Keron 2015, 17.

Nakoinz — Knitter 2016, 136.

Baddeley et al. 2016, 149-150. The second-order G-, F-
and K-functions generally test for CSR. In this test exam-
ple, however, the quadrat tests and the KDEs have already

350
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354

be examined.*? Further tests for CSR can yield more
information on the point pattern than simply stating
whether complete spatial randomness applies to the
pattern or not. Generally, three types of point patterns
can be distinguished: regularly spaced (a negative
interaction between points), randomly spaced (no
interaction between points), or clustered point pat-
terns (positive interaction/attraction between points)
(F1G. 27).3%

For researching these types of point patterns (and
testing for CSR), three main functions can be calcu-
lated that further describe the pattern: the so-called
G-, F- and K-functions (F1G. 28).3*

Both the G- and F-functions evaluate near-
est-neighbor distances between points.>”> The sim-
plest nearest-neighbor approach is described by the
G-function (G(d)) (also referred to as the ‘refined
nearest neighbor’ function). This simply assesses
the cumulative frequency distribution of the near-
est-neighbor distances of the points and calculates
which fraction of all nearest-neighbor distances
(dmin(si)) is then in a particular distance within the
pattern, as stated by the formula below:**

#{ dmin(si) = d}
n

G(d) =

As the resulting G-function for 1% century AD set-
tlement sites shows, the general distance d between
points increases (FIG. 29). So does the fraction of
nearest-neighbor-distances that are less then d. The

shown that there is no CSR for this pattern. Therefore,
strictly speaking, testing for CSR by evaluating second-or-
der properties of the pattern is statistically redundant. Nev-
ertheless, as is shown by the description and interpretation
of the G-, F- and K-functions, distance-based insights

can be gained into the nature of the pattern that was not
possible by researching first-order properties alone. The
calculations of the G-, F- and K-functions are therefore

to be considered independently of and in addition to the
first-order properties.

355 Baddeley et al. 2016, 261-267; O’Sullivan - Unwin 2010,
130-135.
356 Baddeley et al. 2016, 264; Nakoinz - Knitter 2016, 136;

Knitter et al. 2014, 112; O’Sullivan - Unwin 2010, 133.
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FIG. 28 G-, F- and K-functions
after Nakoinz — Knitter 2016, 137,
fig. 7.4.

theoretical G-function (dashed line) is drawn auto-
matically signifying the result of the function if spatial
randomness would apply. The grey ‘envelope’ is also
depicted showing the presumed variance when calcu-
lating the function for the spatially random model.**’
How can we then deduce any types of point patterns
from this function?

The obvious difference between the theoretical
(spatially random) curve and the actual function of
settlement sites is striking. It can generally be assumed
that when the empirical G-curve runs above the
CSR-function, a clustering of the pattern is suggested.
When the G-curve runs below the CSR-function, a
more regular distribution can be assumed.**® Thus,
as the G-function of the settlements runs above the
theoretical CSR-curve, the assumption that no spatial
randomness applies to this pattern is not only con-
firmed, but it also suggests a clear clustering of the
sites.”” When points are clustered, the function gen-
erally rises quickly within short distances. The slower
the function rises, the more evenly spaced the pattern
is.*® Although the rise is not particularly dramatic in
this example, the function shows that there seems to
be a clustering of points at smaller distances (between
c.160m and 220 m). At further distances, the function
rises more slowly signifying that the settlements are
more regularly distributed.

357 This inclusion of the theoretical model and the variance
‘envelope’ is based on a Monte Carlo simulation and is au-
tomatically set into the graph when applying the ‘spatstat’
package in the statistical program R. See more in Baddeley
et al. 2016, 268-271, 396-403; Nakoinz - Knitter 2016,
136; O’Sullivan — Unwin 2010, 148-151 or Baddeley 2008.
Cf. Bivand et al. 2008, 161. For a more founded explana-
tion, see also Nakoinz — Knitter 2016, 136: “If the point
pattern in clustered, it is more likely to have another point
nearby than in a random point pattern. There are more
short distances to the nearest neighbor and the cumulative
curve rapidly increases at short distances.” This explains
why the empirical curve, when signifying a clustered pat-
tern, runs higher than the CSR-function.
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However, the results of the G-function can be bi-
ased by the overall number of points in a specific pat-
tern (e.g. resulting from differing survey intensities).
To account for this possible bias, the F-function is
applied, which basically follows the same principle as
the G-function. It differs however, as it does not assess
the cumulative fraction of nearest-neighbor distances
between the actual points within the pattern. Instead,
completely random points are artificially added to
the evidenced pattern and the minimum distances
from these random points to any point within the
evidenced pattern are evaluated.* The F-function
(F(d)) is therefore also referred to as the ‘empty-space
function**? The function cumulates the frequency
distribution of the distances between the random
points and the actual points in the pattern. Formally,
it is described as follows:

#{ dmin(pb S) = d}
m

F(d) =

According to O’Sullivan and Unwin, the advantage of
the F-function over the G-function is the insertion of
random points (and thus the overall sample size m),
with the resulting graph of the F-function being far
smoother and potentially representing the pattern’s
properties more adequately (FIG. 30).>® However,
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Cf. Baddeley et al. 2016, 266-267.

O’Sullivan - Unwin 2010, 133.

Knitter et al. 2014, 112; O’Sullivan - Unwin 2010, 133.
Baddeley et al. 2016, 261-264; Nakoinz — Knitter 2016,
136; Kanitter et al. 2014, 112.

O’Sullivan - Unwin 2010, 133: “The F function is the cu-
mulative frequency distribution for this new set of distances.
If{Pl . Pi--Pm}isaset of m randomly selected locations
used to determine the F function [...] where dmin(pi, S) is
the minimum distance from location Pi in the randomly
selected set to any event in the point pattern S.”

363

connection to nearest neighbour of points of point pattern



Chapter 2 — Methodology

G(n
0.4

76

0.8

0.6

0.2

0.0

4| = Gwld
=== Gneolr)
é,,,(r)
- Gio(r)

T T T T T
400 600 800

r (meters)

the F-function has to be read differently than the
G-function. Simply put, the difference between the
F- and G-function is that the former evaluates how
far the pattern’s actual points are from the arbitrary
random points, while the latter examines how close
the pattern’s points are to each other. This explains
why the theoretical CSR-curve is larger than the mod-
eled curve when no CSR applies and the pattern is
clustered. The pattern is regularly spaced when the
empirical F-curve runs above the CSR-function.***
In contrast to the G-function, the F-function first
rises slowly at smaller distances when a point pat-
tern is clustered as the probability is high that actual
points are near random points. At larger distances,
the function rises faster (steeper) as the distances be-
tween random points and actual points are growing
larger, thus signifying a more regularly spaced pat-
tern.* In the case of the 1% century AD settlements,
the F-function first highlights the striking difference
between the theoretical CSR-curve and the actual
function. Seemingly, there is no CSR to be assumed
in this pattern. As the modeled curve runs distinctly
lower than the CSR-function, it is clearly clustered.
The modeled function immediately rises steeply to
approx. 800 m, before rising more slowly. After c.
1500 m, the function continues more steeply again.
Although the curve is not particularly distinctive, it
suggests a cluster of settlements at a distance between
1000 m and 1200 m.

While both the distance-based analyses of the
G- and F-functions are able to provide important
information for characterizing the nature of a point

364
365

Cf. Bivand et al. 2008, 162.

Baddeley et al. 2016, 266; Nakoinz - Knitter 2016,
136-137; O’Sullivan — Unwin 2010, 134.

Nakoinz — Knitter 2016, 137; O’Sullivan — Unwin 2010, 134.
Knitter et al. 2014, 112-113; O’Sullivan — Unwin 2010,
134-135.
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pattern, there are some methodological drawbacks,
particularly when researching potential clustered pat-
terns.**® Both functions can potentially lead to ques-
tionable results as they deal exclusively with near-
est-neighbor distances. However, these are very short
distances relative to other distances in the pattern and
therefore do not necessarily show other structures in
the pattern.®®’

To account for these potentially problematic
methodological issues, the K-function was introduced
into PPAs. In contrast to the G- and F-functions, the
K-function assesses all distances between all points
within a specific ‘threshold.*® As O’Sullivan and Un-
win state, the most straightforward way to understand
the K-function (K(d)), is to imagine circles placed
around each point within the pattern that radiate at
various distances (cf. FIG. 28). The amount of points
within the various radii of these circles is simply
counted and the mean count calculated which is then
divided by the size of the overall density of points (1)
within the study area:*®

" #[S € C(s;, D)]
ni

K(d) =

Observing the calculated K-function for 1 century
AD settlements of the Petra area (FIG. 31), the function
goes against CSR and demonstrates that the pattern
is clustered as the empirical curve runs significantly
higher than the CSR-function (cf. the reading of the
G-function above). Generally, the curve rises gradu-
ally at regular intervals towards larger distances. How-

368 Baddeley et al. 2016, 203-208; Nakoinz — Knitter 2016,
138; Keron 2015, 46-47; O’Sullivan - Unwin 2010, 135.
O’Sullivan — Unwin 2010, 135: “[...] C(s;, d) is a circle of

radius d centered at [a point] Si.”
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ever, the curve seems to rise slightly steeper until c.
2000 m. This indicates that a larger number of points
were counted in comparison to larger distances where
the curve rises more gradually. Although the empirical
curve of the K-function is not distinctive enough to
assume this for certain, one could tentatively argue
that the K-function confirms the results of the F-func-
tion, where a clustering of settlements was assumed
between 1000 m and 1200 m.

The results of the presented functions have clearly
shown that the pattern of 1% century AD settlements
is not randomly spaced, but that there are distinct
indications for a clear clustering of sites. The G-func-
tion suggests a clustering of settlements at very short
distances (between c. 160m and 220 m). In addition,
particularly the F-function (and to some degree the
K-function as well) indicates that settlements also
cluster at larger distances (roughly between 1000 m
and 1200 m).>"°

Cost-Surface Analyses — Site Catchment
and Least-Cost Path Analysis

This section addresses two GIS-based analytical
methods applied in this study: Site-catchment anal-
ysis and least-cost path analysis. While site-catch-
ment analyses aim at defining potential territories of
archaeological sites, the analysis of least-cost paths
attempts to model optimal routes between two points.
While these two different methods are applied to
achieve two very different objectives, they are both
based on the idea of modelling most cost-efficient
movement across a landscape (surface), explaining
why they are included here under the generic term
cost-surface analysis.

Site Catchment Analysis

An attempt to model environmentally determined ter-
ritories of archaeological sites can be made by apply-
ing the method of site-catchment analysis. The method
is used to investigate archaeological sites as isolated
complexes, incorporate them in their immediate sur-

370 The fact that the settlements appear to be clustered seems
to go against the calculated (non-nearest-neighbor)
Euclidean distances between settlement sites and other
types of archaeological evidence as shown in TABLE 10. The
mean standard Euclidean distance between settlements
is at approx. 12,5 km. This deviation can be explained by
the potential inclusion of outliers when calculating mean
values for standard Euclidean distances.

Also, note that there are some methodological improve-
ments on the K-function (the so-called L-function) as well
as another function that basically combines the G- and
F-function (the so-called J-function). The L-function is a
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roundings, and assess the availability of natural re-
sources in their area of influence (catchments). When
studying human land-use strategies, the potential — as
well as the constraints - on moving through a land-

square root transformation of the K-function “[i]n order

to stabilize the variance and make visual comparisons

easier [...]” (Nakoinz — Knitter 2016, 138). For more on the
L-function, see Baddeley et al. 2016, 207 and 275-277 on the
J-function. However, Nakoinz — Knitter 2016, 139 reject the
J-function for point pattern characterizations as it does not
“[...] distinguish different phenomena that have a different
effect on both [the G- and F-] functions.” It is generally been
recognized however, that the G-, F- and K-function func-
tions form a solid basis for attempting to comprehensively
characterize second-order properties in point patterns. It is
therefore valid not to consider the L- and J-functions here.
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scape must be understood and set into context with
archaeological sites.””! The site-catchment approach
thus attempts to model environmentally determined
territories of archaeological sites, which can be defined
as the most cost-efficient area when traversing through
the landscape from a specific archaeological site.

The advantage of applying the site-catchment ap-
proach in order to model possible territories over other,
particularly distance-based methods such as Thies-
sen/Voronoi polygons, is that the latter only considers
two-dimensional distances between points.*”? The re-
sulting tessellation of the surface is then often taken as
amodeled definition of territories of the researched ar-
chaeological sites. While this remains a valid approach
for atleast preliminary attempts at modeling territories,
the tessellation of the Thiessen/Voronoi polygons do
not reflect the realities of the natural environment and
are based on Euclidean distances between points that
are not necessarily spatially dependent on each other.
While some studies have calculated Thiessen/Voronoi
polygons that respect the geographical constraints of
the natural landscape, the problem of assuming a spa-
tial dependence between sites remains.””

The first to have developed the term, site-catch-
ment analysis, were Vita-Finzi and Higgs in 1970,
having described a relationship between technolog-
ical and economic possibilities of past societies and
the natural resources of their immediate landscape.’”
Vita-Finzi and Higgs were interested in analyzing the
relationship between archaeological sites and their
catchments by means of methods taken from geog-
raphy and other disciplines. In short, site-catchment
analyses calculate cost-benefit ratios in relation to
archaeological sites and establish a “hierarchy of im-
portance of resources.”*”

With the growing popularity of GIS applications
in archaeology since the late 1980s, site-catchment
analyses have undergone a vital methodological de-

371
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Conolly - Lake 2006, 214.

For a very basic overview on Thiessen/Voroinoi polygons,
see Conolly - Lake 2006, 214 with further references.

Cf. e.g. Nakoinz 2013, 251, Abb. 9 and 2011. Recent
landscape archaeological studies have made use of more
complex, quantitative analytical approaches in order to
better model territories. In particular, consider the calcu-
lation of ‘cultural distances’ and the modeling of ‘culturally
dominant units’ conducted by O. Nakoinz. See Nakoinz

— Knitter 2016, 149-168 as well as Nakoinz 2013 and
Nakoinz 2011. However, as this is not central for this study,
such complex methods are not further explored here.
Instead, the more traditional approach of site-catchment
analysis is preferred.

Vita-Finzi - Higgs 1970, 5. In Jordan, site catchment anal-
yses were also conducted for Neolithic sites by I. Ullah in
the Wadi Ziglab (Ullah 2011), by N. G. Smith (Smith 2009,
279-284) researching Iron Age (Edomite) sites immedi-
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velopment. While early catchment analyses demon-
strated that the

[...] size, shape, and location of an individual site’s catch-
ment are [...] largely a function of the zonation, spacing,
and seasonal differentials of resource zones exploited from
the site,’’

with catchments correlating with the function and
size of the site itself, they tended to over-simplify the
large amount of physiographic data necessary for the
analysis.*”” Hunt also criticized a certain lack of accu-
racy in standard site-catchment analyses depending
on the available data.””® Geographical data often could
not be mapped accurately leading to the common
circular shape of the catchment areas.?”” This was
considered to be environmentally too simplistic for
accurately modeling a site’s procurement area. GIS ap-
plications improved these limitations by first organiz-
ing all physiographic data by layers and presenting all
data on a commonly scaled map. GIS also abandoned
the simple circular catchment shape as GIS-based
models are able to more accurately follow the natural
course of the various environmental datasets that are
considered for the analysis (e. g. following the natural
topography or the specific geological zones etc.).
The first step in conducting site-catchment analy-
ses is to define the various factors deemed important.
These factors can include a wide range of data, such
as simple topography (elevation and slope values),
land cover and soil, water courses, visibility, cultural
‘taboo zones, trade routes and more.** Depending
on the availability of the various data as well as the
preference of the specific study, these datasets are then
combined in a GIS environment to form the so-called
accumulated cost surface (ACS). Based on the ACS,
the cost of traversing from one specific point of origin
to a particular (or multiple) destination(s) within a
given landscape is then calculated (accumulated cost

ately north of the Petra area and, most recently, Castro
2018, 49-50; 58-65 also applied cost distance analyses on
Roman military sites in southern Jordan. For other archae-
ological studies applying site-catchment analyses, see K.-P.
Wechler’s research on the surroundings of early Neolithic
settlements in eastern Germany (Wechler 1997) as well as
A. Posluschny’s work on the so called ‘Celtic Princely Seats’
in southwestern Germany and eastern France (Posluschny
et al. 2012, Posluschny 2010a and Posluschny 2010b).
Roper 1979, 121.

Roper 1979, 121.

Hunt 1992, 284.

Hunt 1992, 285-286.

Cf. e.g. Vita-Finzi - Higgs 1970.

Herzog 2014, chapter 3 with further references (http://
intarch.ac.uk/journal/issue36/5/3.html, last accessed
21.05.2020) as well as chapter 5, table 1 (http://intarch.
ac.uk/journal/issue36/5/5.html, last accessed 06.04.2021).
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of movement) by means of a spreading function.*®' Be-
fore creating the ACS however, it is vital to understand
the underlying base data as these are crucial for as-
sessing the quality of the resulting cost surface model.

As topography is one of the most determining fac-
tors for movement through a landscape, many studies
applying cost surface analyses simply use slope values
(measured in percent or degree) as their cost surfac-
es.*® Some studies produce isotropic, other anisotropic
slope maps for their cost surfaces.*® As very severe
slopes and mountain ranges characterize the topogra-
phy of the Petra region, topographical constraints are
the most dominating and striking natural landscape
feature of the study area. This study therefore includes
anisotropic slope values for the cost surface. As ex-
plained above, the slope values (measured in percent)
are based on the SRTM-1 digital elevation model and
were subsequently reclassified according to E. Farinet-
ti’s slope classifications for mountain ranges.*** Were
this study to consider slope values as the only compo-
nent of the cost surface, the respective percent values
could easily be taken as calculable cost values necessary
for assessing the costs of traversing through the study
area. However, as the geological setting of the Petraean
hinterland is included in the accumulated cost surface
here as well (see below), these non-conformable data-
sets must be converted into new, common cost values.
Within a GIS environment, this is not a difficult tech-
nical process. As both the slope and the geological data
come in a raster format, each grid of the respective ras-
ter contains the relevant spatial information. Exempli-
fied with the slope data, each slope raster grid that orig-
inally contained the relevant slope values in percent
can simply be reclassified according to pre-defined cost
classes (cf. F1G. 32). The process of defining cost classes
is arbitrary and strongly based on individual assess-
ments of the studied landscapes. Nevertheless, at least
for defining different cost classes for different slope val-

381 See Herzog 2014, chapter 3.1 (http://intarch.ac.uk/jour-
nal/issue36/5/3.html, last accessed 06.04.2021) for an over-
view of the various approaches to the spreading process.
This study applies cost surface analyses for pedestrian
movement only as most studies do. However, empirical
data also exists for walking behaviors of animals, which
can theoretically be processed by GIS applications as well.
As cost surface analyses do not form a central part of this
study however, these options were not explored.

382 [. Herzog listed the various cost components used for
creating cost surfaces by different archaeological studies
until 2009 showing that most studies only use slope values
(Herzog 2014, chapter 5: (http://intarch.ac.uk/journal/
issue36/5/5.html, last accessed 06.07.2020).

383 [sotropic slope maps model cost surfaces independent of
the travel direction, while anisotropic models consider
travel direction because the energy expenditure and time
needed for traversing across a landscape can significantly
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ues, the process is relatively straightforward as it can
be assumed that the energy expenditure is higher for
larger slope values and lower for smaller slope values.
As this study proposes five slope classes (cf. above),
these correspond to five cost classes accordingly. Cost
classes for traversing along the reclassified slope values
were defined as ranging from 1-5 (cost class 1 being
the most cost-efficient class) (TABLE 11).

In addition to topographical features, the Petra re-
gion is also very much characterized by its unique and
complex geological setting. These geological forma-
tions, particularly in combination with extreme slope
values, affect movement across the study area enor-
mously. It was therefore necessary to first distinguish
all geological formations within the study area based
on 1:50,000 geological maps provided by the Royal
Jordanian Geographic Center and to digitize them in
order to further process the data within a GIS environ-
ment. Cost classes then needed to be defined for each
geological formation. Although several studies provide
cost classes or multipliers for different soil or geological
data, in most cases these test studies define cost classes
for physiological features that are not necessarily typ-
ical for the Petra region such as grassy fields, brushes,
swamps or bogs.*® However, some studies did define
multipliers for traversing across sands.?®® Nevertheless,
it seemed more realistic to define simple cost classes
for each geological feature based on the author’s per-
sonal walking experiences in the study area as well as
reports from local Bedouins. These classes range from
1-10 (cost class 1 being the most cost-efficient class)
according to the different geological formations of the
study area as listed in TABLE 12.3¥

In order to calculate an appropriate accumulated
cost surface for the study area, both landscape compo-
nents - slope and geology — were combined.*® While
Fiz and Orengo created combined cost surface models
by means of addition based on a function originally

vary when travelling up- or downslope (Conolly - Lake
2006, 215; van Leusen 2002, chapter 6, 5-6).
384 The author already experimented with the most cost-ef-
fective area based on Farinetti’s slope values (Farinetti
2011) derived from the freely accessible ASTER-DEM in
Kennedy 2016a.
385 Herzog 2014, chapter 5.3 (http://intarch.ac.uk/journal/
issue36/5/5-3.html, last accessed 06.04.2021) with further
references.
Herzog 2014, chapter 5.3 (http://intarch.ac.uk/journal/
issue36/5/5-3.html, last accessed 06.04.2021).
Cost class 1 was also assigned to “undifferentiated” and
“land slip” although both geological formations are too
vaguely defined and yield no information on the ease of
moving through the study area.
Other environmental data such as soil properties and wadi
courses should have also been considered for the creation of
the ACS. However, either the relevant data was simply not

386
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FIG.32 Schematic raster grid structure of classified slope values (left) and after the conversion of the slope values into the respective cost
classes.
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proposed by de Silva and Pizziolo, Herzog claims
that adding cost components is statistically prob-
lematic and may result in misleading cost values.”®
She suggests to multiply cost components as carried
out by Zaksek et al. for their study in Languedoc,
France.”® Herzog also proposes following the simple
formula for calculating a cost surface map from A.
Nelson, originally developed for accessibility studies
in modern-day Honduras, as it is a good method for
multiplying cost components.*”’ Based on Nelson’s
function, the accumulated cost surface map for this
study was thus calculated by multiplying the aniso-
tropic slope values derived from the DEM with the
cost classes of the geological features.

All most cost-efficient site catchment areas could
then be calculated with the cost distance tool available
for ArcGIS 10.3 on the basis of the calculated ACS.

Although this is a valid approach, it is important to
realize that while this study’s ACS represents the most
differentiated basis for conducting cost surface analy-
ses, it is only one option among several possible cost
surfaces. There are great discrepancies when basing
the analysis on different cost surfaces. For example,
most cost-efficient areas were calculated for Petra on
the basis of (a) slope values based on the freely acces-
sible ASTER-DEM with a raster resolution of 30 m,
(b) slope values based on the freely accessible SRTM-

accessible to this study or the data is only available at such a
large and thus useless scale for incorporating it into the ACS.
Herzog 2014, chapter 5.8 (http://intarch.ac.uk/journal/
issue36/5/5-8.html last accessed 06.04.2021); Herzog 2013,
378; Fiz - Orengo 2008, 316-317; De Silva - Pizziolo 2001,
281-282.
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1-DEM as well as (c) the accumulated cost-surface
raster based on slope values and geological formation
(FIG. 33).°? Based on slope values derived from the
ASTER-DEM, the catchment area for Petra is far more
extensive, particularly towards the north including the
area of Ras Slaysil, Beidha and Baja. In contrast, the
catchment area based on slope values derived from
the SRTM-1-DEM is significantly smaller as it barely
exceeds the immediate Petra valley. Results based on
the accumulated cost surface on the other hand, are
again more extensive as it extends more to the south
and east than the other options do.

As the different cost surfaces clearly result in very
different catchment areas, an arguably crucial meth-
odological weakness of site-catchment analyses is
exposed (which also applies for least-cost paths de-
scribed below). With such divergent results, it is diffi-
cult to convincingly prefer one cost surface option over
the other. While this touches a larger methodological
issue, for this study it was deemed best to dismiss all
presented cost surfaces and instead propose only the
largest overlapping area of all cost surface options as
potential catchment areas of archaeological sites (cf.
FIG. 33D). While this may be a responsible solution, a
100 m wide buffer zone was nevertheless added along
the border of the catchment area in order to highlight
the uncertainties inherent to the method.

390 Herzog 2013, 378; Zaksek et al. 2008, 311.

391 Herzog 2014, chapter 5; Nelson 2000, 8: Friction = Slope x
[Precedence (Barriers, Roads, Rivers, Urban, Land Cover)].

392 All catchment areas were calculated under the same cir-
cumstances and with the same cost distance tool of ArcGIS
10.3.
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FIG. 33 Most cost-effective catchment areas for Petra based on (A) slope values derived from a ASTER-DEM, (B) slope values derived

from a SRTM-1 DEM, and (C) the accumulated cost surface derived from SRTM-1 slope values as well as geological formations.
D: Largest overlapping area of all catchment options (grey) with a 100m buffer along the catchment’s borders.

Least-Cost Path Analysis

As the calculation of least-cost paths (LCPs) is based
on the same cost surface raster as for site catchment
analyses, the same methodological concerns apply
to LCPs as well. Nevertheless, with the introduction
of GIS, the calculation of least-cost paths has grown
increasingly popular.** The aim of the method is not
only to model the possible course of ancient paths,
it can also provide information on ancient land use
and how the natural environment affected movement
through a landscape. When the archaeological evi-
dence is missing, LCPs can offer further insights into
the infrastructure and spatial organization of ancient
landscapes in terms of transportation velocity, secu-
rity and the connectivity of different sites.*”* Without
highly complex modeling approaches, however, the
method does not take certain social factors such as

393 It is impossible to offer a complete list of all archaeological
studies that conduct LCPs. For a most recent methodo-
logical overview on LCPs, see e.g. Herzog 2014 and Polla

- Verhagen 2014 with further references.

territorial claims, taboo zones or personal preferences
into account. LCPs are therefore no substitute for
missing archaeological and historical data.*

While most archaeological studies base LCPs on
slope values derived from digital elevation models,
additional environmental factors can also be consid-
ered for the calculation of LCPs. This study thus bases
all LCPs on the accumulated cost surface, which in-
cludes slope values and the geological formations of
the study area.

Based on the cost surface, the course of the cal-
culated LCPs is either measured by energy expendi-
ture (i.e. calories) or by time.** When the amount of
time is measured that is needed to traverse through a
landscape, the LCP suggests the shortest (= quickest)
path — regardless of the energy spent to travel along
the proposed path. When LCPs are measured by the
amount of energy needed to travel from one point to

394 Posluschny 2012, 115; Herzog - Posluschny 2011, 236-237.
395  Posluschny 2012, 115; Herzog - Posluschny 2011, 237.
396  Posluschny 2012, 115.
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another, the LCP represents the least-cost path as the
name suggests. It also considers “[...] the actual surface
distance that must be traveled and |[...] the horizontal
and vertical factors influencing the total cost of moving
from one location to another.”” The “horizontal and
vertical factors” are also referred to as friction values,
or factors defined by the underlying cost surface for the
LCP calculation.

GIS software packages can be based on different
algorithms that calculate optimal paths from two
pre-defined points in a landscape. Most packages
employ Dijkstra’s algorithm (e.g. ArcGIS), although
Tobler’s hiking function is preferred by other studies
as it is based on empirically observed data on pedes-
trian walking pace relevant to different slope values.’*®

Depending on the algorithm used for LCP calcu-
lations, the results can vary significantly. While this
study follows Tobler’s hiking function for LCP calcu-
lations, the diverging results are highlighted here when
contrasting LCPs calculated between Rujm Ruba’i and
Khirbet as-Faysif (Nagb ar-Ruba’i) in the Petra area
(FIG. 34). The LCPs were based on Dijkstra’s algorithm
as well as Tobler’s hiking function. While the two LCPs
follow the same general course (with the exception of
a diverging southwestern turn of the LCP based on To-
bler’s function), it is striking that both LCPs strongly
deviate from the course of Nagb ar-Rubai as it was
walked and mapped in the field. Rather than following
Wadi Jawf Ahmar, the LCPs suggest that the optimal
path leads through a parallel wadi to the south of Wadi
Jawf Ahmar. However, not only was Wadi Jawf Ahmar
pointed out to the author by local Bedouins, the course
is further corroborated by several archaeological sites
and features observed along the way (cf. chapter 6). At
least for this part of the study area, the presented LCPs
must be considered critically, as they may not corre-
spond to routes evidenced and mapped in the field.

Arguably, this is less problematic for this study, as
from the nearly 50 roads and routes presented and
discussed in chapter 6, only six are LCPs. Moreover,
these were calculated mainly for reconstructing opti-
mal paths in the wide and flat alluvial plain of the Wadi
Arabah where topographical and geological conditions
had only a limited impact on the course of routes. The
great majority of the presented roads and routes were
either archaeologically assessed by the author or are
based on other archaeological reports and maps pro-

397  http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.
html#//009200000022000000.html (last accessed 06.04.2021).
Herzog reports that over 220 LCP algorithms have been
developed since the late 1950s: Herzog 2014, chapter

5.3 (http://intarch.ac.uk/journal/issue36/5/3.html last
accessed 06.04.2021).

399 Cf. Posluschny 2008, 371; Ogburn 2006, 405.

398

vided by previous studies. The calculation and assess-
ment of LCPs are therefore not central to this study.

Visibility Analysis

Visibility analyses can offer insights into the cultural
context of archaeological sites within visual range from
a particular observer standpoint and thus allow to de-
duce information on the observer site as well.*® There
is considerable archaeological research on the aspect
of visibility particularly concerning military sites as it
is claimed that these were often part of a visual com-
munication network and visually controlled specific
territories of their immediate surroundings.*” With
the introduction of GIS, computational approaches to
further investigate aspects of visibility have grown in-
creasingly popular and developed into useful quanti-
tative tools particularly within landscape archaeology.
As aspects of (inter)visibility form an important ana-
lytical role in assessing the functions of the evidenced
military structures in the Petraean hinterland as well
(cf. chapter 7), the following presents a brief, but
critical methodological overview on how GIS-based
visibility analyses are used in this study.

GIS-based visibility analyses are based on a digital
elevation model (DEM). Binary visibility analyses cal-
culate visible and non-visible areas within a landscape
from a pre-defined observer point. In their seminal
paper on GIS-based visibility analyses, Wheatley and
Gillings define four factors which should be consid-
ered when conducting visibility analyses: the local
and regional natural landscape conditions (if possi-
ble also including climatic and weather conditions),
aspects of mobility, the degree and range of visibility
from and to the researched observer points as well
as the consideration of diachronic landscapes and
contemporaneity of archaeological sites.** However,
information on the elevation of the observer as well
as the target points is most important.*>

Wheatley and Gillings also introduce the concept
of the landscape architect, Tadahiko Higuchi, who
offered a more differentiated approach on how best
to conduct visibility analyses.*”® Following Higuchi,
it was recognized that there are additional factors to
consider when researching more comprehensive as-
pects of visibility that go beyond simple analyses of
visible and non-visible areas.*** These include visual

400  For Jordan, cf. e.g. most recently Driessen — Abudanh 2019

and Castro 2018, 46-57.

Wheatley - Gillings 2000, 5-14.

Posluschny 2008, 367.

Wheatley - Gillings 2000, 5-14; Higuchi 1983.
Wheatley - Gillings 2000, 15.
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Spatial Analyses — A Methodological Overview
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ranges, horizontal and vertical angles, three-dimen-
sionality and lighting, as well as distance values.
Particularly concerning distances, Higuchi realized
that landscapes are perceived as complex constructs
that become increasingly blurred at greater distances.
Therefore, distances have a great impact on the qual-
ity of landscape perception. This led Higuchi to define
a standardized object height relatable for the observer
when viewing the objects within a landscape at vari-
ous distances. This was tested by Higuchi in a well-for-
ested area using 6 m tall trees as a standardized object
height.*”> He recorded the visual quality of the trees
at different distances and, on this basis, defined three
visibility ranges:

Objects within the immediate visual surround-
ings of the observer are within a short-distance view.
When viewed across a wide terrain however, where
topographical features are generally perceivable but
objects are more difficult to distinguish (mainly due to
larger distances and the impact of weather conditions),
Higuchi claims these are within a middle-distance view.
At this range, aspects of visibility are most significant.

Everything within Higuchi’s long-distance view may
be generally visible, but have no immediate impact on
the observer as the objects are simply too far away. For
example, colors are no longer perceivable and topo-
graphical features are blurred on a distant horizon.

Acknowledging Higuchi’s distance values, this
study conducts GIS-based visibility analyses in con-
sideration of the following aspects and methodolo-
gies: Natural landscape; climatic and weather condi-
tions of the study area; observer and target heights;
Higuchi’s distance-based visibility ranges, as well as an
archaeological discussion of the structures for which
visibility analyses are conducted.

The visibility analyses are based on the freely
accessible SRTM-1 DEM with a raster resolution of
30 m. The analyses were calculated with a horizontal
angle of 360° and a vertical angle of 90° above and
below the horizontal viewing line of the observer. All
visibility fields were calculated using the rviewshed
command of Grass GIS 7, which was incorporated
into an R-script to better handle the large amount of
archaeological sites.**

405 Higuchi 1983, 11-16. Also cf. van Leusen 2004, 11-12 who
applied the Higuchi method for his visibility analyses on
Archaic and Early Roman settlements in the Pontine region
(Latium) in Italy. Llobera 2007 also discusses Higuchi
viewsheds in his study on aspects of ‘co-visibility’ between
round barrows in northern England. Also consider the
application of the Higuchi method by Murrieta-Flores 2014
on her study on the role of megalithic monuments as poten-
tial waypoints along routes in prehistoric Andalucia, Spain.

406  See Appendix III for the full R-script.

To define observer and target heights and establish
a realistic distance within which structures of a spe-
cific height remain clearly visible, the author already
proposed visual parameters for conducting visibility
analyses. These are followed here as well.*”” Based on
excavation results of a presumed Nabataean-Roman
watchtower on top of Umm al-Biyara immediately
southwest of Petra, the structural remains of the
tower did not permit the reconstruction of a large
structure height. A first visibility field was therefore
calculated with an observer height of 1,70 m corre-
sponding to the presumed average height of a local
male in antiquity. While the resulting visibility field
included vast areas south-southeast from the tower
on Umm al-Biyara, it did not reach other preselected
towers in the Petra area, which were considered to
further research their visual relation to each other.*”®
Due to this negative result, different observer heights
were arbitrarily defined to test the potential impact of
different observer heights on the resulting visibility
fields. Experiments with observer heights of 3m, 4 m,
6m as well as 8 m were carried out. While the various
visibility fields generally did not show any significant
differences, the results with larger observer heights
(6m and 8 m) unrealistically included areas 40 km
away from the structure on Umm al-Biyara (the radius
of the visibility analyses were set as indefinite) which
fall into Higuchi’s long-distance visual range. Moreo-
ver, the small wall width and overall poor structural
remains of the Umm al-Biyara tower could not suggest
a reconstructed height of 6m or 8 m. A more realistic
observer height of 4m was thus defined as the sum of
the average height of a local male (1,70m) and a pro-
posed maximum structure height of 2,30 m, which is
more appropriate considering the structural remains
of the tower on Umm al-Biyara.

Adopting the proposed maximum observer height
of 4m for all other towers in the Petra region, the max-
imum distance within which structures of such height
would have had to be within to be clearly visible re-
mained undefined. Based on the proposed standardized
height of 4m, the visibility fields of the discussed towers
were divided into Higuchi’s short-distance, middle-dis-
tance and long-distance visual ranges: Following the Hi-

407 Kennedy 2016b and 2013b. Driessen — Abudanh 2019 now
follow these parameters as well.

In Kennedy 2013b, these included contemporary Naba-
taean-Roman structures at Qasr Umm Rattam, ar-Rajif as
well as Jabal Qarun (which is now dismissed as a tower in
this study). Kennedy 2016b also adds a presumed Naba-
taean-Roman tower situated along the lower Jabal Shara
escarpment.

Higuchi 1983, 14-16. Also see Wheatley - Gillings 2000,
16: “In quantitative terms the maximum distance at which

408
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guchi method, the standardized height of 4 m was mul-
tiplied with 60 for a short-distance range and 1100 for
a large-distance range.*” Accordingly, a short-distance
radius of 240 m was defined, with everything beyond
4400 m falling within the long-distance range. There-
fore, the middle-distance range includes everything be-
tween 240 m and 4400 m from the observer standpoint.
As aspects of visibility are most important within the
middle-distance range, all visibility analyses were con-
ducted for an observer height of 4m and a maximum
middle-distance radius of 4400 m. '

In order to confirm these proposed visual parame-
ters, they were positively tested with other examples of
presumed Nabataean-Roman watchtowers in the Wadi
al-Hasa area c. 75km north of Petra where other schol-
ars assumed that the structures were intervisible.*"* It
was shown that all of the tested structures from the
Wadi al-Hasa were well within the middle-distance ra-
dius of 4400 m and thus formed an intervisible unit.*

As part of the Limes Arabicus Project concerning
the Roman defensive system in Jordan, Parker also
researched visual means of communication around
the castrum of al-Lejjun c. 160 km northeast of Petra
using an experimental archaeological approach.*?
Manning 14 contemporary watchtowers and other
military structures located on hilltops around the
castrum and placed between 1,5 and 2,5km from
each other, Parker observed the degree of visibility
between the structures using fire, smoke and mirror
signals in the morning, mid-day and after nightfall.
The experiment concluded that fire signals were the
best option, particularly at night. Based on the good
visibility of night fire signals, a visual communication
network was reconstructed reaching three manned
posts at 15km and ten manned posts at 20km. This
implies an average distance between posts of two to
five kilometers, and corresponds with the proposed
maximum middle-distance radius of 4400 m.

As the examples from the Wadi al-Hasa and al-
Lejjun areas confirm, the presented visual parameters
previously proposed by the author make it reasona-
ble to accept the parameters for the present study as
well. All visibility analyses conducted in this study

visibility can be regarded as short-distance is equivalent to
a horizontal angle of steady gaze of 1 degree, or approxi-
mately 60 times the size of the dominant tree species for the
area. At a horizontal angle of gaze of 3 minutes, equal to a
distance of 1.100 times the size of the tree, we move into the
long distance range.” Obviously “the size of the dominant
tree species” is to be replaced with the standardized height
of structures for which visibility analyses were conducted.
For more on how these visual parameters were defined, see
Kennedy 2016b, 165-169 and 2013b, 286-287.

411  MacDonald 1984, 219-230.

412 Kennedy 2016b, 171-173 and 2013b, 287-288.

410

are therefore based on a predefined observer height
of 4m and only consider areas within the maximum
middle-distance range of 4400 m.**

The Applied Landscape Archaeologi-
cal Analyses — A Methodological
Appraisal

This study’s landscape archaeological approach
demonstrates certain advantages and disadvantages.
These are reviewed in this section, which serves as a
critical methodological appraisal and should be kept
in mind when considering the results of the different
methods and analyses applied here.

For this study’s specific aims, it has proven useful
to follow the landscape archaeological approach as
defined at the beginning of this chapter. Understand-
inglandscape archaeology as the study of past cultural
landscape changes (Kulturlandschaftsgenese) that
clearly focuses on the material remains of past cultures
in a landscape, offers unique opportunities to further
investigate a wide range of archaeological research
questions pertaining to the relationship between
the natural environment and the cultural landscape.
Landscape archaeological studies follow a multi- and
interdisciplinary approach applying useful method-
ologies and analyses from related fields, particularly
from the geosciences. These offer farther-reaching in-
sights in addition to more ‘traditional’ archaeological
and historical approaches.

However, a common weakness in some landscape
archaeological approaches is that the focus sometimes
relies too strongly on the development and discussion
of the various multi- and interdisciplinary analytical
methods. Dependent on the academic background
and skillset of the individual researcher, to apply the
various landscape archaeological analyses in a meth-
odologically correct fashion, a large learning barrier
must sometimes be overcome, with the conduct of the
different methods potentially resulting in an unbal-
anced time and work effort.**®

413 Parker 1986, 60, 84. See also Kennedy 2016b, 173-174 and

2013b, 288.
This may appease skeptics who criticize archaeological
studies that claim visual communication networks over
great distances, but who “[...] concede that communication
networks can function over short distances of 1 to 5 km”
(Fachard 2016, 230). For some critical views on visual
communication networks between military structures,
see Fachard 2016, 229, n. 89 referring to Lohmann 1995,
159-160 and Fachard 2012, 271-273.
415 For example, without any extensive prior knowledge in
programming, it took the author more than one month

414
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Indeed, the correct application of landscape ar-
chaeological methodologies can significantly chal-
lenge the core skillsets of any archaeologist. There is
a great risk that landscape archaeologists gradually
mutate into geoscientists, environmental researchers,
surveyors and cartographers, statisticians and mathe-
maticians or computer programmers. As a downside
of an overly interdisciplinary approach, some land-
scape archaeological studies draw so strongly from
other methodologies — particularly from non-archae-
ological fields of the natural sciences — that a more
in-depth archaeological and culture-historical contex-
tualization and discussion is often reduced to a mere
side note. Many landscape archaeological analyses can
be methodologically so overwhelming that it is easy to
fall into a deep methodological trap. The development
and application of complicated analytical methods
is sometimes so disproportionately prioritized that
the capacity to offer meaningful archaeological and
culture-historical discussions seem to be exhausted.
In some studies, ‘landscape’ is clearly in central fo-
cus while ‘archaeology’ is pushed into the peripheral.
Complex archaeological sites are reduced to simple
points on the map and intricate archaeological and
historical discussions are disregarded for the sake of
dominating quantitative analytical models.

In other examples, some studies apply various
landscape archaeological analyses without clearly
discussing their inherent methodological setbacks
and shortcomings. The advantages and potential of
landscape archaeological methodologies are realized,
but such studies often follow a dangerous ‘push-the-
button principle’ As landscape archaeological analyses
produce calculated, quantitative research results, such
studies run the risk of being blinded by impressive, ‘sci-
entific-looking’ distribution maps, graphs and charts
etc. but fail to grasp the full complexity and potentially
problematic premises inherent to the applied methods.

Keeping these two viewpoints in mind is crucial
when following a strong landscape archaeological ap-
proach such as this study. It is important to be critically
aware of the technical particularities of the applied
methods and to make their strengths and weakness, as
well as inherent methodological premises transparent
to assess their value for farther-reaching archaeologi-
cal and culture-historical discussions.**¢ The following
therefore serves as a critical methodological appraisal
of the different landscape archaeological analyses ap-
plied in this study.

alone to write the relevant R-scripts for the applied point
pattern and visibility analyses.

Cf. also Knitter et al. 2018, 196-198 who also underline the
importance of developing a critical awareness of the pitfalls

416

First, this study established a quantifiable chrono-
logical system respecting the differing datings of sites
documented by the original surveys conducted in the
Petra region. By means of complex statistical calcula-
tions, this study not only filters the various chrono-
logical inconsistencies within the original surveys and
makes them transparent for further research, it also
lays the groundwork for reconstructing a more differ-
entiated and methodologically coherent archaeologi-
cal model of the Petraean hinterland throughout the
periods considered for this study. However, the result-
ing probability graphs for the maximum time spans of
the various cultural periods remain unclear and can
be considered only as a visualization of the inconsist-
ent chronological periodization of archaeological sites
surveyed within the Petraean hinterland. The graphs
should not be taken as factually absolute definitions
of chronological periods, but rather as transparent
representations of dating (un-)certainties. While this
approach has allowed the incorporation of otherwise
useless survey data with chronological information
providing undefined cultural periods only, sorting
the relevant data into the respective time spans was
nevertheless based on fuzzy dating values. Although
this approach minimized the margin of error and
produced a statistically reliable dating system for the
study, the root of the problem lies in the initial data
collection and chronological precision of the various
surveys. Even by means of such analytical methods,
it will never be possible to account for the subjective
and unilateral decision making process during archae-
ological survey work - i.e. particularly in this case the
dating of surface pottery and different definitions of
chronological periods. While the only possible solu-
tion is to subject all base data to the same examination
method and to assess the data by the same criteria (as
was attempted in this study), the resulting new dataset
will never be completely uniform as this would require
all dating material to be analyzed by only one person
or team. Therefore, a degree of uncertainty naturally
remains in the subsequent breakdown of the entire
archaeological dataset by centuries.*’

Second, by applying the highly complex spatial
statistical method of point pattern analysis (PPA), this
study has gone far beyond general assessments of the
spatial distribution of the various archaeological site
categories evidenced in the Petraean hinterland. The
method has proven to be a useful tool for describing
the spatial processes that caused the patterns of the

inherent to interdisciplinary landscape archaeological
approaches.

The specific dating values of all sites discussed in this study
are listed in the site catalogue (Appendix I).
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various sites quantitatively, thus serving as a solid
methodological basis for dealing with a vast archae-
ological dataset. PPA can be considered as a good
toolset that offers valuable quantitative data for sub-
sequent qualitative, archaeological and historical in-
terpretation of the potentially various reasons for past
human settlement behaviors. However, as exemplified
for 1* century AD settlement sites, PPAs produce a vast
amount of spatial and environmental information, but
not all necessarily provide meaningful productive re-
sults for a farther-reaching archaeological and histori-
cal discussion. It is thus justified to question the value
of such detailed and exhaustive quantitative analyses.
Admittedly, some patterns may be easily noticed on
a distribution map. Keron rightly critiques PPAs as
sometimes simply confirming obvious site clusters by
overly complicated quantitative means.*'®

Moreover, the acquired archaeological dataset is
so diverse and covers such a wide time span that it is
impossible to provide comprehensive PPA results for
each type of archaeological evidence and its respective
subcategory. Specifically concerning the PPAs, this
study therefore follows a more pragmatic approach
discussing them specifically for site categories only
when the analysis may yield more promising and use-
ful results. For example, it would overreach the limits
of this study to discuss all density-based first- and sec-
ond-order properties demonstrated above for the 1%
century AD settlements. Particularly quadrat counts
and the evaluation of global and local intensity val-
ues are too abstract for a meaningful archaeological
discussion of the various archaeological site patterns.
However, the calculated kernel density estimations
(KDEs) have proven to be a useful tool for discuss-
ing specific site densities and clusters of the various
archaeological categories — despite Keron’s criticism
that, in some cases, KDEs and other density-based
analyses mathematically demonstrate the obvious.
The statistical method is particularly meaningful as it
nicely visualizes site concentrations and can thus be
well understood without any deeper understanding of
more abstract and complicated distance-based func-
tions such as the presented G-, F-, and K-functions
(which are therefore only analyzed and discussed in
singular cases here). However, as the calculated KDE
results are heavily influenced by the bandwidth defi-
nition, it is important to keep in mind that alternating
bandwidths may lead to slightly different results.

418  Keron 2015, 30: “[...] we are almost invariably dealing with
something that is most definitely a cluster on the landscape
and we are frequently looking at the entire cluster, so trying
to prove it is a cluster is just mathematically demonstrating
the obvious.”

This study also makes substantial use of the Pear-
son correlation test, which is based on the KDEs. This
method statistically calculates certain spatial correlation
values between the various archaeological sites through
time, and is thus a powerful analytical tool. As the orig-
inally numeric values of the correlation test are too ab-
stract for a meaningful archaeological discussion, they
were reclassified into qualitative expressions following
statistically recognized classes. However, there are dif-
ferent qualitative classifications of the Pearson correla-
tion values which, when applied, may lead to different
statistical inferences. This should be kept in mind when
assessing the results of the Pearson correlation values.
It should also be noted that this study will not discuss
‘very weak, ‘weak’ and ‘moderate’ spatial correlations
as the scientific value of such information is relatively
limited.*® Only ‘strong’ and ‘very strong’ spatial corre-
lations will be discussed explicitly as such correlation
classes signify noteworthy and conspicuous spatial cor-
relations between different archaeological sites.

All density- and distance-based approaches con-
ducted within PPAs (including KDEs as well as the
Pearson correlation test) are strongly influenced by
the underlying archaeological dataset. For example,
the discussed site densities evidenced by the KDEs are
impacted by the varying survey intensities. The spatial
correlations between the archaeological sites discussed
on the basis of the Pearson correlation test is also
highly sensible to the various spatial distributions and
patterns of the different archaeological site categories.
Any minuscule change in the pattern of any archaeo-
logical site category may potentially result in different
correlation values. Therefore, the potential bias of the
underlying dataset must always be taken into consid-
eration when assessing the Pearson correlation tests.

PPAs also allow to discuss general distribution
characteristics for sites, e.g. standard Euclidean dis-
tances between 1* century AD settlement sites and the
distances to other archaeological sites (cf. TABLE 10).
General natural landscape characteristics such as slope
values, slope direction, elevation values (in addition
to intensity functions of terrain elevation), distances
to streams (wadis) as well as the different geological
zones can also be extracted. While such information
may have value for highlighting the spatial character-
istics of particular sites, providing such information
for each archaeological site category for all time pe-
riods would be a perfect example of an unbalanced

419 The relevant information will be listed mainly in the rele-
vant tables uncommented.
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time and work effort as mentioned above. The inform-
ative value is purely descriptive and arguably of only
limited use for a more in-depth archaeological and
culture-historical discussion. Such general landscape
characteristics are therefore only rarely presented in
the following chapters.

While PPA is a particularly useful approach for
describing detailed spatial patterns in a scientific
and methodologically reliable manner offering well-
grounded evidence for further archaeological and his-
torical discussions on ancient settlement behaviors, the
analysis clearly has its methodological shortcomings.

Other landscape archaeological analyses applied in
this study include cost surface analyses. These result
in good GIS-based models allowing insights into how
natural landscape factors impacted movement across
the Petraean hinterland. Specifically, the site catchment
analysis was conducted in order to model environmen-
tally determined territories of preselected archaeolog-
ical sites. However, the resulting site-catchments are
defined as the most cost-efficient area when traversing
through the landscape and are thus based entirely on
environmental factors. The calculated catchment ar-
eas are also heavily dependent on the underlying cost
surface model. For example, entirely different models
were presented when basing the analysis on different
DEMS or the accumulated cost surface (ACS). As it
is difficult to prefer one cost surface model over the
other, a major methodological problem inherent to the
site-catchment analysis was exposed. It was therefore
deemed best to propose the largest overlapping area
of all cost surface options as potential catchment areas
of archaeological sites. Despite these methodological
shortcomings, the calculated catchments are neverthe-
less adequate suggestive models.

This study also calculated GIS-based least-cost
paths (LCPs) in order to model the possible course of
ancient routes, particularly when there was no posi-
tive archaeological evidence for specific routes in the
study area. As the modelled site-catchments, LCP re-
sults are extremely dependent on the underlying cost
surface model and the applied algorithms as well. The
LCP results based on the commonly used algorithm
of Dijkstra as well as Tobler’s hiking function were
thus compared with the course of a route in the Pe-
tra area that was walked and mapped by the author.
While there were similarities in the modelled paths,
significant differences exist as well. Although LCPs are
not explored extensively in this study, such method-
ological issues must nevertheless be acknowledged.

420  Keron 2015, 210 after Wheatley - Gillings 2002.
421  Keron 2015, 211.

Finally, GIS-based visibility analyses were calcu-
lated in order to gain further insights into the cultural
context of specific archaeological sites within visual
range from a particular observer standpoint. Visibility
analyses were specifically calculated for the evidenced
military sites in order to evaluate whether they were
part of a visual communication network and/or
visually controlled particular territories of their im-
mediate surroundings. While visibility analyses are
generally useful for deducing further information on
specific functions of archaeological sites, the results
are impacted by the defined observer height and ra-
dius of maximum visibility. This study therefore fol-
lows the Higuchi method and all visibility analyses are
based on a predefined observer height of 4 m and only
consider areas within the maximum range of 4400 m.
These parameters should be considered when evalu-
ating the discussed visibility analyses.

As this methodological appraisal of the applied
landscape archaeological analyses has shown, the re-
sults of all discussed methods can only be considered
as analytical models. All analyses are either based on
problematic methodological premises and assump-
tions, or show certain inherent methodological weak-
nesses. Quantitative and computational approaches in
archaeological research are clearly limited and often
not made transparent in landscape archaeological
studies. This chapter shall therefore make the reader
critically aware of the methodological shortcomings
of the applied landscape archaeological analyses.
These must be acknowledged when assessing the reli-
ability and value of the methods. This study therefore
avoids the above-mentioned ‘methodological trap’
and strongly argues the viewpoint that the applica-
tion of such quantitative spatial analyses are only one
part of landscape archaeological approaches. Quanti-
tative analytical approaches can only offer additional
lines of evidence to a more in-depth archaeological
and culture-historical discussion of archaeological
datasets. They should serve as an extension of our
observational abilities, and not form the basis for it.*
Particularly concerning spatial statistics, but also ap-
plying to quantitative spatial methods in archaeology
in general, Keron brings it nicely to the point:

[Landscape archaeological analyses] are just another
widget in the archaeologist’s tool kit, much like a microscope
or a Munsell soil colour chart. The job of interpreting the
implications of all of our archaeological observations, statis-
tical and otherwise, is and always will be the responsibility
of the archaeologist.**!



Chapter 3

The Petraean Hinterland in the Iron Age Periods.

An Overview

Human activities in the Petra area date as far back as
the Palaeolithic periods. The region was also settled
during the Early Bronze Age as well as the Iron Age
periods (12" - 6™ centuries BC) when the chronolog-
ical scope of this study begins.

With the rise of the Edomite kingdom (8"-7"
century BC), the Petra region experiences the most
extensive pre-Nabataean settlement activities. These
are mainly characterized by almost inaccessible iso-
lated mountaintop settlements distributed along the
sandstone outcrops of Petra itself as well as along the
limestone formations of the Jabal Shara region and
the eastern high plateau with no access to fresh water,
thus necessitating carving cisterns into the bedrock
surface.*”> These mountaintop sites are all located
within the study area and include Umm al-Biyara,
as-Sadeh, Baja III, Khirbet al-Muallaq, Jabal al-Qseir,
Jabal al-Khubtah, Jabal as-Suffaha, Mansur, Tawilan,
al-Muzayria, Jabal Shara as well as two sites in the
at-Tayyiba and Ayl areas.*”® They are all situated near
terraces and fields, which were most likely used as
pasturages and small-scale agricultural activities. The
most prominent Iron Age hilltop settlement in the
Petra region is undoubtedly Umm al-Biyara where a
stamped seal was discovered mentioning “Qos-Gabr,
King of Edom” who is probably also referred to in the
annals of the Assyrian kings Asarhaddon (673 BC)
and Assurbanipal (667 BC), offering a more precise
date for the settlement on Umm al-Biyara.***

Scholarly debates on these Iron Age mountaintop
settlements are mainly concerned with the question
why they were situated on such inaccessible hilltops
with no access to spring water although this was
widely available along the Jabal Shara escarpment. It is
assumed that the inhabitants (most likely belonging to
various tribes) acquired cereals and other agricultural
goods from nearby settlements in the plains below by
means of trade.””® The ceramic assemblages of these
settlements only include coarse wares. Fine wares are
generally absent. This has led to the suggestion that

422 Generally on the Petra area during the Iron Age, see e.g.

Bienkowski 2013; 2012; 1992b as well as Bartlett 1989.
For an overview with further references, see Bienkowski
2013, 23-28.

Cf. the final report of C. M. Bennet’s excavations on Umm
al-Biyara: Bienkowski 2011.
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settlements may have been occupied only seasonally.
However, the absence of fine wares is probably better
explained by varying (tribal) traditions and dietary
habits. It seems more likely that the sites were per-
manently settled and that the different ‘tribes’ were
involved in caravan trade along the Darb ar-Rasif
(King’s Highway) or other routes in the Petra area.

During the Iron Age, large parts of rural Petra’s
population were probably pastoral nomads living
in tents. However, the increase of rural agricultural
settlements along cultivable lands (predominantly on
the eastern high plateau; cf. below) during the 8" and
6™ centuries BC may have pushed pastoral nomads
further into the more arid and peripheral areas of
the Petra region where the environmental conditions
did not allow the cultivation of crops. As this devel-
opment continued, scholars hypothesize that some
of these pastoral nomadic tribes retreated on top of
isolated mountains that became characteristic for
Edom.*?® Whether the settlement mountaintops can
truly be associated with retreating pastoral nomads or
not, the hilltop sites certainly served as ‘central places’
of different Iron Age peoples local to the Petra area.

With the end of the Edomite kingdom in the 6™
century BC, recent research concludes an abrupt aban-
donment of virtually all Iron Age settlements through-
out the entire Edomite realm. As there is little to no
archaeological evidence for continuity of Iron Age
settlements into the Nabataean period, it is assumed
that the Petra region was inhabited mainly by pastoral
nomads until the 1 century BC.*’

This sets the very general context of the Petraean
hinterland during the Iron Age periods. While the
following presents the various Iron Age findings in
the study area, this chapter does not aim to provide
an exhaustive discussion of the Petraean hinterland
during the Iron Age. The period constitutes merely
the chronological ‘preview’ to the main Nabataean
and Roman periods, thus serving only as an over-
view of the Petra area during the Iron Age. While the

425 On the tribal structure of the study area during the Iron

Age, see e. g. Bienkowski 2007.

Cf. e.g. Bienkowski 2013.

There are only few indications for settlement activities in
the area during the Hellenistic period (cf. chapter 9).
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archaeological data recorded by the various surveys
was analyzed as for the later periods, an in-depth
culture-historical discussion of the Iron Age periods
was not possible within the limits of this study. This
chapter may nevertheless serve as an adequate basis
for future research aiming at further investigating the
Petraean hinterland during the Iron Age.*® The fol-
lowing sections are structured by the same superordi-
nate topics as the next chapters, in which the relevant
archaeological evidence is presented and discussed.

Subsistence Strategies

This section deals with the subsistence strategies in
the Petraean hinterland during the Iron Age periods.
As in chapter 4, the following presents all relevant
‘agricultural installations, ‘water structures, ‘other
structures and/or features’ related to alternative sub-
sistence strategies as well as ‘exploitation/industrial
sites. The definitions of these site categories are given
in chapter 2.

Agricultural Installations

While the various surveys have documented no agri-
cultural terraces or agricultural storing installations
for the Iron Age periods (cf. F1Gs. 35-37), there are
only two agricultural processing installations that
date to the 12" and 11™ centuries BC: The threshing
floor of ShamAyl Site No. 308 and the winepress of
WMWS 1996 Site No. Bayda 21. By the 10" century
BC two additional threshing floors are evidenced, but
these remain the only four agricultural processing in-
stallations until the 6™ century BC (cf. F1G. 36).*” No
agricultural installations are documented for the 5%
century BC.

Water Structures

There are only six water structures recorded for the
Iron Age. Two water conduits presumably dating to

428 E.g. McGlone 2018 recently initiated similar landscape
archaeological investigations of Iron Age sites surveyed in
areas between Ras en-Nagb and Busayra.

The only possible agricultural storing installation may be
the large enclosure of D. Kennedy’s ‘Circle 5’ (cf. MacDon-
ald et al. 2016, 307-308). However, this is problematic as
discussed below.

MacDonald et al. 2016, 254-255.

Abudanh - Twaissi 2010, 69-70, 72, 83.

MacDonald et al. 2016, 306-307, 449-450.

MacDonald et al. 2012, 54.

In total, the various surveys have documented 71 find clus-
ters dating from the 10— 6" centuries BC (cf. FIG. 40). No
pottery concentrations are documented for the 12"~ 11"
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the 12" and 11* centuries BC are situated southeast of
Udruh (r1Gs. 38 and 39). According to MacDonald et
al., Iron Age surface material was recorded at ShamAyl
Site No. 142 (Wadi al-Figai) which is described as an
above-ground aqueduct that still stands up to 1,50m
high.**” However, an Iron Age date for this aqueduct is
doubtful. Abudanh and Twaissi are certainly correct
in assuming that the aqueduct is part of the Byzantine
qanat system in the Udruh area (cf. chapter 4) and
associated with the contemporary village of Khirbet
al-Fiqai in the immediate vicinity of the aqueduct.**
The other water conduit where surface pottery ma-
terial may suggest an Iron Age date is ShamAyl Site
No. 366. According to the original surveyors, this
conduit is also part of the Udruh ganat system. The
site is described as an underground channeling sys-
tem with ganat shafts. As for the latter site, an Iron
Age date should be rejected as the extremely limited
amount of surface material may have been washed in
from anywhere.

Supposedly dating from the 10" century BC on-
wards, ShamAyl Site Nos. 195 and 365 also belong to
the Udruh ganat system.***> An Iron Age date for these
two sites is also very unlikely.

Only two water storage installations were docu-
mented for the 10® - 6™ centuries BC. MacDonald et
al. identified a small, 4 x 4 m reservoir south of Sadd-
aqa near Khirbet Juwayza as well as a cave along the
eastern high plateau that was further developed into
a cistern. Presumably, these date to the Iron Age.**

Other Structures and/or Features Presuma-
bly Related to Alternative Subsistence
Strategies

As for later periods, the various surveys have identi-
fied a large number of sites dating to the Iron Age
periods that are difficult to define functionally. Among
such sites, there are also structures and/or features
that may be related to alternative, possibly pastoral,
subsistence strategies. While only 25 structures of un-

centuries or for the 5%-2 centuries BC. Epigraphical sites
or locations are evidenced from the 10" - 6" centuries BC.
No rock drawings (petroglyphs), wusam or inscriptions
were documented for the Iron Age. The surveys docu-
mented 20 walls of undetermined function. These are con-
structed by a number of techniques, have various dimen-
sions and are built of different stone material. Surface ma-
terial suggest a date between the 10" and 6™ centuries BC
(as well as from the 1* century BC until the 7 century
AD). Findlater (2003, 200-201) discusses the possibility
that the important Khatt Shebib wall dates to the Iron Age,
but this is convincingly dismissed by Kennedy and Banks
(2015, 151) as further discussed in chapter 4.
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FIG. 38 Distribution map of all water structures dating to the Iron Age period (12% - 6™ century BC) in the Petraean hinterland.
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determined function (in addition to the few find clus-
ters and walls of undetermined function)** date to the
12" and 11" centuries BC, the 10" century BC marks
a significant increase with over 50 documented struc-
tures of undetermined function (F1G. 40).**> These
include possible Iron Age camp sites that may have
been used by pastoralists. While there are no corrals
recorded for the Iron Age, ShamAyl collected Iron Age
surface pottery from the two large stone circles at
Khirbet Jarba and Udruh (Kennedy Circles J5 and J6)
at the opening of the Khatt Shebib wall, which are
discussed as possible ‘open market areas’ for pastoral-
ists coming from the desert areas east of Udruh (cf.
chapters 4 and 9). ¢

Surface material suggests that natural and/or rock-
cut structures of undetermined function (95 sites)
were in use between the 10" and 6™ centuries BC as
well.*” These include natural caves or rock shelters,
which could have been used for (temporary) habita-
tion, storage of agricultural goods and/or equipment
as well as for keeping animals. While this remains
speculative, it is likely that such natural and/or rock-
cut structures were used by mobile people travelling
through the Pe