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In August 2022, researchers and developers from Armenia, Chile,
Germany, and Japan met at the American University of Armenia for the
third edition of the CODASSCA Workshop on Collaborative Technolo-
gies and Data Science in Smart City Applications, co-organized with
a Summer School on Artificial Neural Networks and Deep Learning.
This book presents their contributions on intelligent technologies in data
science and human-centered computing.
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PREFACE 

After two successful versions of the Workshop on Collaborative Technologies and 
Data Science in Smart City Applications (CODASSCA 2018 and 2020) we are glad to 
present proceedings of the third version held at the American University of Armenia 
(AUA), August 23–25, 2022 in Yerevan, Armenia.  
This book presents 15 selected and carefully revised papers, which were originally 
made available at the start of the workshop in the Open Access Proceedings, also 
entitled Data Science, Human-Centered Computing, and Intelligent Technologies. 
Society, technology, and science are undergoing a rapid and revolutionary transfor-
mation towards incorporating Artificial Intelligence in every system humans use in 
everyday life for creating Smart Environments (SmE) through Ambient Intelligence 
(AmI) in highly interconnected and collaborative scenarios. The main source and 
asset for making smart systems is rich data, which is produced today in extraordinari-
ly large quantities thanks to recent advances in sensors and sensor networks and is 
carefully processed for pervasive and embedded computing. Rich data enhances the 
capabilities of everyday objects and eases collaboration among people.  
Mobile systems could enhance the possibilities available for designers and practition-
ers. Effective analysis, quality assessment, and utilization of big data are key factors 
for success in many business and service domains, including smart systems. 
Major industrial domains are on the way to performing this tectonic shift based on 
Big Data, Artificial Intelligence, Collaborative Technologies, Smart Environments 
supporting Virtual and Mixed Reality Applications, Multimodal Interaction, and Reli-
able Visual and Cognitive Analytics. 
However, before we can effectively and efficiently turn the huge amount of generated 
data into information and knowledge, a number of requirements must be fulfilled and 
international standards for the quality of and access to the data developed and applied. 
The first requirement is to ensure that data quality—which includes the accuracy and 
integrity of the obtained data, timely delivery, suitable quantity, integrity, privacy and 
security requirements, and Digital Rights Management—complement realization and 
deployment of modern design, implementation, and evaluation tools. The second is to 
develop models, which can turn the data into valuable information and then into 
knowledge. Two important characteristics are desirable for regression and classifica-
tion models: accuracy and interpretability. While accuracy deals with the ability of the 
model to predict a certain outcome, interpretability deals with the ability of the model 
to explain the reasons for producing a certain outcome. The aim of this workshop is to 
bring together researchers and practitioners working on both theoretical and practical 
aspects of data generation, data processing, and knowledge creation. These aspects 
include social issues that arise when using AI-powered systems in collaborative sce-
narios and smart cities applications. The following two sections each contain seven 
contributions, which we introduce below. 

 v
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Data Science and Intelligent Technologies 
1 In “Information-Theoretic Investigation of Authenticated Steganographic Model in 
the Presence of Active Adversary” Mariam Haroutunian, Parandzem Hakobyan, 
Ashot Harutyunyan, and Arman Avetisyan consider an information-theoretic model 
of a stegosystem with an active adversary and two principal communication modes: 
covertext and stegotext. For stegotext, the task is to determine the legitimacy of the 
sender using two-stage statistical hypothesis testing. For the receiver side, an asymp-
totically optimal testing approach in a logarithmic scale is used to examine and speci-
fy functional dependence of errors in both stages. 
2 Sergey Abrahamyan proposes “Another Approach for ZKRP Algorithms” dealing 
with a zero-knowledge range proof that a secret integer belongs to a certain interval 
without conveying any additional information. Based on an order-revealing encryp-
tion scheme introduced by Wu and Lewi in 2016, modifications in the ZKRP scheme 
are made which ensure completeness and soundness and minimize dependence on a 
trusted setup. The performance data, security parameters, and other details will be 
presented in the full paper. 
3 In “Preserving Location and Query Privacy Using a Broadcasting LBS” the authors 
Pablo Torres, Patricio Galdames, Claudio Gutierrez-Soto, and Geraldine Solar con-
sider a location and query privacy-aware LBS server intended to proactively broad-
cast location-based data periodically to users moving in a specific geographic area. 
This research develops ideas to establish a balance between privacy issues and re-
sponse time for users with changing interests. 
4 The authors Ashot Harutyunyan, Nelli Aghajanyan, Lilit Harutyunyan, Arnak 
Poghosyan, Tigran Bunarjyan, and A.J. Han Vinck present “On Diagnosing Cloud 
Applications with Explainable AI.” In it, they discuss experimental modeling and 
evaluation of cloud monitoring and management software for complete KPI diagnosis 
and interpretability. They break down the process into three steps: (1) developing and 
applying a KPI metric to create multiple quality class IDs for labeling an entire appli-
cation dataset, (2) training regression and classification models to optimize the KPI 
behavior and evaluate the components that can be used for explanatory purposes, and 
(3) including the application of decision trees and rule induction algorithms as a form
of explainable AI to derive consistent conditions for KPI failures.
5 In “Root Cause Analysis of Application Performance Degradations via Distributed 
Tracing,” Arnak Poghosyan, Ashot Harutyunyan, Naira Grigoryan and Clement Pang 
explore the application of rule learning classification algorithms to a distributed trac-
ing of traffic with the aim of identifying potential conditions that explain malfunction-
ing services via trace types, spans, and dimensions. 
6 According to the authors Ashot Baghdasaryan, Tigran Bunarjyan, Arnak 
Poghosyan, Ashot Harutyunyan, and Jad El-Zein “On AI-Driven Customer Support in 
Cloud Operations” addresses the development of proactive and intelligent AI-driven 
analytics that not only automate and accelerate the resolution of currently available 
system requests, but also anticipate potential malfunctioning through proper customer 
segmentation and rule discovery. 



7 Lilit Yolyan gives an overview on “Computer Vision Application for Smart Cities 
Using Remote Sensing Data.” The application of AI and computer vision techniques 
are important issues in solving smart city tasks such as surveillance, area coverage, land 
usage and coverage, damage monitoring, and fire detection. In her paper, Yolyan ana-
lyzes those methods using remote sensing data from the city of Yerevan.  

Human-Centered Computing and Intelligent Technologieses

8 Zhen He, Sayan Sarcar, and Tomoo Inoue present “Exploring the Feasibility of Video 
Activity Reporting for Students in Distance Learning.” In a distributed labor mode, text-
based reporting is insufficient to manage and evaluate individuals’ work progress and 
engagement. Video reporting is considered a way to improve the situation. This paper 
offers the authors’ initial observations of an experimental setup on video activity re-
porting.  

9 The authors Ari Nugraha and Tomoo Inoue report on “An Experiment of Crowd-
sourced Online Collaborative Question Generation and Improvement for Video Learn-
ing materials in Higher Education.” They use the Amazon Mechanical Turk platform to 
generate and collaboratively improve questions through multiple refinement processes 
related to video lectures as learning material.  

10 Davit Karamyan, Ara Abovyan, and Tigran Karamyan consider and develop “Com-
pact N-gram Language Models for Armenian.” Trade-offs between model size and per-
plexity measure are investigated. Authors also release compact language models trained 
on very large corpora. They examine the impact of pruning and quantization methods 
on model size reduction and use Byte Pair Encoding. Their result is a compact subword 
language model trained on huge Armenian corpora.  

11 Maximilian Khotilin, Rustam Paringer, Alexander Kupriyanov, Dmitriy Kirsh, Da-
vid Asatryan, Mariam Haroutunian, and Artem Mukhin highlight the “Estimation of 
Hyperspectral Images Bands Similarity Using Textural Properties.” Textural properties 
of given image classes using discriminant analysis techniques are the basis for generat-
ing a set of effective features that help analyze the properties of hyperspectral images. 
Afterwards, visual analytics and knowledge creation provide insights in areas such as 
agriculture, steel plate quality, etc. 

12 “Recognition of Convex Bodies by Probabilistic Methods” by Victor Ohanyan is a 
survey contribution summarizing results obtained by a research group in tomography 
of planar bounded convex bodies DRn during the last 20 years. Since the  estimates of 
probability characteristics can be obtained using well-known methods of mathematical 
statistics, reconstruction of convex bodies using random sections such as chord (length) 
or k-dimensional random flats with n>k≥2 makes it possible to simplify the approach.    

13 “Validation of Risk Assessment Models for Breast and Ovarian Cancer–Related 
Gene Variants” is the title of a contribution by Wolfram Luther. The paper focuses on 
breast and ovarian cancer–related gene variants risk assessment, related models, and 
their validation and standardization. Based on user input data, such methods test for the 
occurrence in individuals and their relatives of deleterious gene variants that have been 

vii



shown to be highly responsible for these cancer types. Two ways of mathematically 
modeling the gene mutation risk are proposed. They are based on individuals’ health 
status and family history of disease. The Dempster-Shafer theory of evidence plays a 
key role in model evaluations.      
14 The authors Nelson Baloian, Wolfram Luther, Sergio Peñafiel, and Gustavo Zurita 
bring together their experiences and recommendations on “Evaluation of Cancer and 
Stroke Risk Scoring Online Tools” in a joint contribution about the evaluation of 
several public services on cancer and stroke risk scoring. Risk scoring is based on 
users’ input data concerning their own and their families’ health parameters, behav-
iors, and diseases. The authors discuss performance and interpretability aspects of 
those services and derive minimum requirements for such risk scoring tools. 
15 A contribution by Nelson Baloian, Belisario Panay, Sergio Peñafiel, José A. Pino, 
Jonathan Frez, and Cristóbal Fuenzalida entitled “Sales Goals Planning using Evi-
dence Regression” introduces an intelligent machine to help sales goal planners who 
manage brick-and-mortar retail stores to achieve their objectives through model tun-
ing. With reference to the Dempster-Shafer theory of evidence, the authors elaborate 
on regression and classification settings.   
The editors would like to express their gratitude to the German Research Foundation 
(DFG) and the German Academic Exchange Service (DAAD) for funding their activi-
ties; to Rubina Danilova, Ashot Harutyanyan, and Gregor Schiele for their ongoing 
encouragement and support; and to all participants for their presentations and contri-
butions to the workshop and this proceedings volume. 
Yerevan, Tsukuba, Duisburg, August 2022 

 The Editors: Aram Hajian, Nelson Baloian, Tomoo Inoue, and Wolfram Luther 
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Information-Theoretic Investigation of
Authenticated Steganographic Model in the

Presence of Active Adversary

Mariam Haroutunian[0000−0002−9262−4173], Parandzem
Hakobyan[0000−0002−5056−9591], Ashot Harutyunyan[0000−0003−2707−1039],

and Arman Avetisyan[0000−0002−0434−2767]

Institute for Informatics and Automation Problems of NAS of RA
armar@sci.am, par h@iiap.sci.am, aharutyunyan@vmware.com,

armanavetisyan1997@gmail.com

Abstract. We study the information-theoretic model of stegosystem
with active adversary. The legitimate sender as well as the adversary can
be either active or passive, i.e. can embed or not a message in the sending
data. The receiver’s first task is to decide whether the communication is
a covertext, data with no hidden message, or a stegotext, modified data
with a hidden secret message. In case of stegotext, the second task is
to decide whether the message was sent by a legitimate sender or from
an adversary. For this purpose an authenticated encryption from the
legitimate sender is considered.
Two-stage statistical hypothesis testing approach is suggested from the
receivers point of view. In this paper a logarithmically asymptotically
optimal testing for this model is suggested. As a result the functional
dependence of reliabilities of the first and second kind of errors in both
stages is constructed.

Keywords: Steganography · Information-theoretic security · Hypothe-
ses testing · LAO tests · Error probability exponents (reliabilities) · Au-
thentication.

1 Introduction

The aim of steganography is communicating messages by hiding them within
other data thereby creating a covert channel. Various models with various tasks
have been studied. We are interested in information-theoretic investigations.

In [1] an information-theoretic model with passive adversary (who has read-
only access to the public channel) was considered. Another information-theoretic
model with active attacks (where adversary can read and write a message over
an insecure channel) was studied in [2].

In this paper we study the information-theoretic model of stegosystem with
active attacks, where adversary is allowed to have access to a read and write
public channel and able to analyze and modify data. The legitimate sender (Al-
ice) as well as the adversary (Eve) can be either active or passive, i.e. can embed



or not a message in the sending data. The receiver’s (Bob) first task is to decide
whether the received data X is a covertext C, data with no hidden message, or
stegotext S, modified data with a hidden secret message M . In case of deciding
that the obtained data is stegotext, Bob has the extraction function, and the
second task for Bob is to decide whether the extracted message was sent by
Alice or Eve. For this purpose an authenticated encryption of message m with
secret key K is considered. Depending on applications this encryption except
authentication can include also secrecy requirements of hidden message.

Covertext is generated by a source according to a distribution PC , stegotext
has a distribution PS according to certain embedding function. The distribution
of secret key we denote by PK . We assume that Eve knows all these distribu-
tions. For the authenticated encryption Alice generates the encrypted message
according to PMK and Eve can generate a message with distribution PMPK .

We suggest two-stage statistical hypothesis testing approach. On the first
stage Bob has to decide if the data was generated according to PC or PS . In
the case when Bob decides that stegotext is obtained, after extracting the secret
message, on the second stage Bob has to decide if the message was generated
according to PMK or PMPK .

In classical statistical hypothesis testing problem a statistician makes decision
on which of the two proposed hypotheses H1 and H2 must be accepted based on
data samples. This decision is made on the certain procedure which is called test.
Due to randomness of the data the result of this decision may lead to two types
of errors: the fist type is called the error for accepting H2 when H1 is true and
the second type error for accepting H1 when H2 is true. In such problems the
aim is to find such a test, that reduces both types of errors as much as possible.
The complexity of the task is that the two types of errors are interconnected,
when the one is reduced the other one can get increased.

According to [3] - [7] the problem is solved for the case of a tests sequence,
where the probabilities of error decreased exponentially as 2−NE , when the num-
ber of observations N tends to the infinity. The exponent of error probability E is
called the reliability. In case of two hypotheses both reliabilities correspond-ing to
two possible error probabilities could not increase simultaneously, it is an
accepted way to fix the value of one of the reliabilities and try to make the tests
sequence get the greatest value of the remaining reliability. Such a test is called
logarithmically asymptotically optimal (LAO). The problem of multiple
hypotheses LAO testing was investigated in [8], [9], [10].

In this paper two stage logarithmically asymptotically optimal testing of the
described steganographic model is suggested. We study the functional depen-
dence of reliabilities of the first and second kind of errors of optimal tests in both
stages. The proof of the result for first stage is similar to the result suggested
in [11], where the problem of logarithmically asymptotically optimal testing of
statistical hypotheses for the steganography model with a passive adversary is
solved by the method of types [12]. For the second stage the approach studied
in [13] was useful.



2 Notations and Definitions

Here we present some necessary characteristics and results of information theory
[14], [15]. We denote finite sets by script capitals. The cardinality of a set X is
denoted as |X |. We denote random variables (RV) byX, S, C,K,M . Probability
distributions (PD) are denoted by Q, P , G, V .

Let PD of RV K and M be

PK
�
= {PK(k), k ∈ K},

PM
�
= {PM (m), m ∈ M},

and the joint PD of RVs M and K be

PMK
�
= {PMK(m, k), m ∈ M, k ∈ K}.

The conditional PD of RV M for given K is denoted as follows:

V = {V (m|k), m ∈ M, k ∈ K},
The joint PD PMK can be also written as:

=PMK
�
PKV= {PK(k)V (m|k), k ∈ K, m ∈ M}.

The space of all joint PDs on finite setM×K is denoted by

Q(M×K)
�
= {Q : Q = Q(m, k),m ∈ M, k ∈ K}.

The Shannon entropy HP (X) of RV X with PD P
�
= {P = P (x), x ∈ X} is:

HP (X)
�
= −

∑
x∈X

P (x) logP (x).

Then the mutual information of RV M and K will be written as:

I(M ;K)
�
=

∑
m∈M, k∈K

PK(k)V (m|k) log V (m|k)
PM (m)

The joint entropy of RVs M and K is the following:

HPMK
(M,K)

�
= −

∑
m∈M, k∈K

PMK(m, k) logPMK(m, k).

The divergence (Kullback-Leibler information, or “distance”) of PDs

G
�
= {G = G(x), x ∈ X} and P on X is:

D(G||P )
�
=

∑
x∈X

G(x) log
G(x)

P (x)
.



The divergence of joint PDs Q and PMK on Q(M×K) is:

D(Q||PMK)
�
=

∑
m∈M,k∈K

Q(m, k) log
Q(m, k)

PMK(m, k)
.

When RV M and K are independent, then

D(Q||PMK) = D(Q||PMPK) =
∑

m∈M,k∈K
Q(m, k) log

Q(m, k)

PM (m)PK(k)
.

In particular, the divergence of PDs PMK and PMPK is:

D(PMK ||PMPK)
�
=

∑
m∈M,k∈K

PMK(m, k) log
PMK(m, k)

PM (m)PK(k)

=
∑

m∈M,k∈K
PK(k)V (m|k) log V (m|k)

PM (m)
= I(M ;K).

For our investigations we use the method of types, one of the important
technical tools in Shannon theory [12], [16].

3 Formulation of Results

First stage: At the first stage, from the received data x = (x1, ..., xL), x ∈ XL,
Bob must decide whether it is a covertext or a stegotext. Hence, Bob must accept
one of two hypotheses

H1 : P = PS {data is a stegotext}
H2 : P = PC {data is a covertext}

The procedure of decision making is a non-randomized test ϕL, which can be
defined by partition of the set of possible messages XL on two disjoint subsets
AL

i , i = 1, 2. The set AL
i , i = 1, 2 contains all data x for which the hypothesis

Hi is adopted.
The first kind error probability, which is the probability of the rejection of

the correct hypothesis H1 is the following:

α2|1(ϕL) = PL
S (AL

2 ).

The second kind error probability, which is the probability of the erroneous
acceptance of hypothesis H1 is defined as follows:

α1|2(ϕL) = PL
C (AL

1 ).

The error probability exponents, called “reliabilities” of the infinite sequence
of tests ϕ, are defined respectively as follows:

EI
2|1(ϕ)

�
= lim

L→∞
− 1

L
logα2|1(ϕL),



EI
1|2(ϕ)

�
= lim

L→∞
− 1

L
logα1|2(ϕL).

As defined in [7] the sequence of tests ϕ∗ is called logarithmically asymptot-
ically optimal (LAO) if for given positive value of EI

2|1 the maximum possible

value is provided for EI
1|2.

The procedure for creating an optimal decision rule is similar to [11]. The
functional dependence of the reliabilities of the first and second kind of errors is
given by the following theorem:

Theorem 1. For given EI
2|1 ∈ (0, D(PC ||PS)) there exists a LAO sequence of

tests, the reliability E∗,I
1|2 of which is defined as follows:

E∗,I
1|2 = E∗,I

1|2 (E
I
2|1) = inf

P : D(P ||PS)≤EI
2|1

D(P ||PC).

When EI
2|1 ≥ D(PC ||PS), then E∗,I

1|2 is equal to 0 .

Thus, for a given reliability of incorrectly rejecting the stegotext, we get the
maximal reliability of wrongly accepting the stegotext.

Comment 1: Unlike model considered in [1], [11], here Bob has no addi-
tional information about whether Alice is active or passive. Therefore, considered
stegosystem should not be perfectly secure, because otherwise Bob cannot find
out that he has received a covertext or a stegotext. Hence, we assume that for
distributions PC and PS , D(PC ||PS) > 0.

If at the first stage Bob accepts the hypothesis H1, which means that he
decides that the data is a stegotext, then he uses the extraction algorithm to get
the hidden message m = (m1,m2, ...,mN ).

Second stage: After the extraction using key sequence k = (k1, k2, ..., kN )
Bob has to decide whether Eve or Alice sent him that message. So he moves on
to the second stage of hypothesis testing:

H1 : Q = PMK(m, k) {there was no attack}

H2 : Q = PM (m)PK(k) {there was attack}

For this testing the test ΦN is defined by partition of the set (M×K)N on
two disjoint subsets BN

l , l = 1, 2. The set BN
1 contains all data pairs (m,k) for

which the hypothesis H1 is adopted, which in our context means that message
m is sent from Alice. Correspondingly, the set BN

2 contains all pairs (m,k) for
which the hypothesis H2 is adopted, i.e. Bob decides that message is sent from
Eva.

The probabilities of errors of the first and second kind by analogy to the case
of the first stage are defined as follows:

αII
2|1(ΦN ) = PN

MK(BN
2 ), (the first kind error probability)



αII
1|2(ΦN ) = (PMPK)N (BN

1 ), (the second kind error probability).

The error probability exponents of the infinite sequence of tests Φ, are defined
respectively as follows:

EII
i|j(Φ)

�
= lim

N→∞
− 1

N
logαII

i|j(ΦN ), i �= j, i, j = 1, 2.

The second kind error probability in Bob’s decision essentially coincides with
the probability of Eve’s succeeding. Hence, the maximum value of EII

1|2 guaran-
tees that the attacker will fail.

As in the First Stage, for given positive value EII
2|1 we constructed the LAO

sequence of tests Φ∗ and the dependence of maximal value EII
1|2 from EII

2|1 is
provided in the following theorem:

Theorem 2. For given EII
2|1 ∈ (0, D(PMPK ||PMK)) there exists a LAO se-

quence of tests, the reliability E∗,II
1|2 of which is defined as follows:

E∗,II
1|2

(
EII

2|1
)
= inf

Q: D(Q||PMK)≤EII
2|1

D(Q||PMPK).

When EII
2|1 ≥ D(PMPK ||PMK), then E∗,II

1|2 is equal to 0 .

Comment 2: For given EII
2|1 ∈ (0, D(PMPK ||PMK)) the following holds:

E∗,II
1|2 ≤ D(PMK ||PMPK) = I(M ;K).

In the proof of Theorem 2, the optimal division of the set (M × K)N is
constructed using sets of types. According to the properties of types, it is sub-
stantiated that this is the optimal division of the test, and at the same time, the
dependence of reliabilities is established.

4 Conclusion and Future Work

Two-stage statistical hypothesis testing approach is suggested from the receivers
point of view in the stegosystem with active adversary. The logarithmically
asymptotically optimal testing for this model is suggested. As a result the func-
tional dependence of reliabilities of the first and second kind of errors in both
stages is constructed.

The practical implementaion and experimentation of the optimal testing re-
sult for steganography applications will be carried out in our future work.
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Abstract. Untrustworthy LBS can compromise their clients by releas-
ing their location and sensitive query attributes without permission. The
traditional approach to protect users’ privacy is building a set of dummy
queries that aim to protect location using K-anonymity and the query
attributes, using l-diversity. Here, privacy is achieved at the expense
of the LBS server since it can quickly become a bottleneck when the
number of LBS requests is increased. This work proposes that the LBS
server periodically broadcasts selected public data into a public air chan-
nel. Meanwhile, users intend to solve their queries by listening to this
channel. In this way, privacy is preserved without increasing the server
workload. However, when a user does not find the needed data in the
air, it submits a location cloaked query (LCQ) to the LBS server. We
propose some approaches on how to adjust a periodic data broadcast-
ing program that balances the response time incurred in locating data
on the air channel and the loss of privacy when users directly contact
the LBS. Thus, our idea is that the LBS server treats the wireless chan-
nel as a cache memory and keeps broadcasting the most relevant data
periodically.

Keywords: Query Privacy; Location Privacy; Broadcasting LBS.

1 Introduction

The last decade has witnessed a breathtaking revolution in the mobile devices
industry. Advances in microelectronics and wireless technologies have resulted in
significant improvements in data processing, storage, communication and other,
allowing smart devices to execute ever-increasingly complex applications [19].
In addition, new smart devices have experienced important reductions in size
and cost. That, along with the integration of other features (such as sensors and
others), fostered a new generation of software applications and systems, which
greatly impact the way people act. Today, mobile technologies are massively
used and have become part of people’s daily life.



Lately, Location-Based Service (LBS) has gained significant attention due to
its wide application areas. LBS is possible because of the availability of inte-
grated Global Positioning System (GPS) modules. An LBS is a software service
used to provide information or other usage based on the device location [24].
Examples of LBS systems include navigation software, location-based games,
ride service hailing apps, touristic details about a city and others. Nevertheless,
the large-scale use of LBS involves security and anonymity issues. Indeed, the
location itself has become a user’s quasi-identifier and, therefore, it can allow
the LBS to determine a user’s identity [5]. Moreover, user positioning can reveal
behavioral patterns, such as frequent schedules and routes from work to home.
This situation is even worst when location information is correlated with sensi-
tive attributes of the same query since LBS can conclude more private details
about their customers. This situation should not be an issue if the LBS would
protect their clients’ information adequately. Many examples about the leak of
private information into the public can be found in the press [4].

Several techniques have been proposed to protect a user’s location and sen-
sitive query attributes when accessing a LBS. For protecting location privacy,
a first approach applies spatial transformations [12], and query processing is
performed using secure multiparty computation. Others are based on location
disturbance [31, 3], which consists of perturbation techniques that add some
(controlled) random noise to the user’s exact location. Another trend based on
the reduction of location resolution [9, 20, 29, 2, 7, 10], which is the most widely
studied. This last one seeks to build a cover-up region that relies on the concept
of k-anonymity [26]. K-anonymity looks for finding a geographical area, called
a cloaking region, that contains different locations, one of which is the user’s
actual location (the other sites correspond to other possible positions where the
user could be). This technique is complemented with l-diversity [18]. Here, sensi-
tive attributes of a specific location-based query are indistinguishable from other
l − 1 other queries located in the same position.

Here, privacy protection is achieved at the expense of the LBS because for
answering a single query, the LBS must answer many other dummy queries
increasing dramatically its workload and affecting its efficiency when it faces
many requests. To address the workload and privacy issues, some authors [16,
7] assume that a third reliable party called as the anonymity server, performs
proactive public data broadcasting. Here, users intend to fetch query answers
by listening to a public air channel in which data is broadcast. When data is
not found in the channel, users need to access the LBS directly. To alleviate
the server’s workload, in [16], users submit a traditional Location-based query
putting into risk their privacy. On the contrary in [7], users protects their queries
using k-anonymity techniques but affecting the server’s workload. None of the
aforementioned works study the effects of the size of the data broadcast. If this
size is large, there is a high probability of finding the needed data within the
air channel (and protecting privacy as well), however the response time becomes
larger.



This article considers a location and query privacy-aware LBS server that
wants to proactively broadcast location-based data periodically to users moving
in a specific geographic area. This research wants to find a proper balance be-
tween privacy and response time when users change their needs. For example,
assume tourists, located at noon at a public square, desire restaurant informa-
tion. However, these tourists could be interested in visiting attractions like a
park or museum after some hours. Therefore the air channel must be updated
with fresh and the most needed data.

Our idea is to view the air channel as a “cache memory” from which users lis-
ten to the most needed data before directly accessing the “main memory” which
is the LBS server. However, choosing what data to broadcast is challenging be-
cause many queries are dummy, and therefore, their corresponding answers could
be useless. Moreover, the LBS does not know the number of queries answered
by the air channel since the LBS receives only those queries whose answers were
not found “on the air”. Our key idea is to use these latter queries to estimate
our air channel’s success. We will discuss a few approaches to do so.

The remainder of this paper organizes as follows: In Section 2, Related work
is presented. In Section 3, a system overview is exposed. Section 4 discusses
our ideas to implement a cache memory over the air channel. Finally, Section 5
provides some perspectives on future work and the conclusions.

2 Related Work

In this paper, we present the related work based on two categories. In the first
one, we expose approaches that perform data broadcasting to preserve location
privacy. The second category, where privacy is not a concern (all data is valid),
summarizes some relevant approaches to selecting what data should be broadcast
first on an air channel.

2.1 Location-privacy aware Query Processing

In [15], the researchers provide a three-tier architecture in which the anonymizer
server takes the role of a broadcast server. Here, users submit their queries to the
anonymizer to protect their location privacy which subsequently forwards them
to the LBS. Query results are publicly broadcast only once to all mobile users,
and data broadcast consists of query answers being currently asked to the LBS
server. Our proposal distinguishes itself from this work in two aspects. First, our
broadcast server periodically repeats data broadcast to everyone even when no
queries have been received at the LBS. The second one is that we consider that
the broadcast combines some selected current query answers with a few past
transmitted ones.

Galdames et al. [7] propose a similar three-tier architecture as the one pro-
posed by [15] that aims to organize query answers considering the followings
four performance metrics; server’s throughput, user’s response time, effective-
ness, and unfairness of the broadcast. However, the main drawbacks of their



techniques are; first, it does not limit the size of a broadcast, and in the worst-
case scenario, the LBS can broadcast the entire database. The second one arises
when users contact the LBS server, they do not get their answers immediately
but in the next broadcast. All these situations can negatively affect the response
time. The third one is that this work does not provide a metric to measure the
privacy loss when users access an LBS. Finally, our work aims to extend the
notion of LCQs to protect query privacy, which is another dimension of privacy
not considered by [7, 15].

Li et al. [14] propose a suite of privacy-preserving Location Query Protocol
based on cryptography. This work assumes that POIs correspond to sensitive
information (like other users’ current location), and they are only transmitted
to the querier. On the contrary, in our work, we assume POIs correspond to
public locations like a restaurant, a museum or a hospital, and answers can be
publicly known to everyone. This way, users can eventually find answers on the
air channel without revealing their presence to the LBS. Similarly, Schlegel et al.
[25] proposes a system for protecting location privacy based on a semi-trusted
third party using cryptography as well. Here, answers are only provided to the
querier, although other users could be interested in the same data. Although
cryptography will become the basis for protecting privacy in the future, current
solutions incur higher communication overhead and higher server workload.

2.2 Scheduling techniques for precise on-demand queries

This subsection includes related works, proposing different techniques to sort in
real-time data and then broadcasting it publicly to everyone. In all this work
is assumed that users release their exact location and query to the LBS server,
and therefore, privacy is not a concern.

Request based on single-item Aksoy and Franklin [1] propose a scheduling
algorithm, named RxW, for large-scale on-demand data broadcast. RxW cor-
responds to a metric where R is the number of answered requests, and W is
the maximum request time which has not been processed. The authors proposed
three heuristics; the first one exhaustively looks for the broadcast with maximum
RxW, the second one prunes the search space, and the third one makes up the
scalability in favour of the response time for the average and worst-case.

In [28], the researchers propose a scheduling algorithm named SIN-α, which
considers the urgency and productivity of serving sending requests. The schedul-
ing algorithm has the following characteristics: First, data items answering pend-
ing requests have the highest priority to be transmitted. Second, the algorithm
considers the deadline associated with each query to determine its order in the
data transmission. Third, it can only join a new request with a pending one if
both requests ask for the same data item. Fourth, the data elements have a fixed
size.

Request based on multi-item In [6], six single-item request-based schedul-
ing algorithms are analyzed in time-critical multi-item request environments.



Scheduling algorithms such as SIN-α, RxW y LWF impair their performance
when dealing with the multi-item request.

Wang [27] explores five scheduling algorithms that intend to minimize the
worst access time for both popular and unpopular queries. These algorithms aim
to find the set of answers as large as possible so that its worst access time is
the minimum possible. According to the authors, this challenge can be solved
optimally if mobile users’ access patterns are present in some particular form.

Lu et al. [17] analyze the multi-item request scheduling on-demand wireless
data broadcasts to minimize the average access latency. The authors developed
a two-stage scheduling scheme to sort the requested data items. The first stage
implies the selection of data items to carry out the broadcast in the next period.
The second stage involves scheduling the broadcasting order for the data items
chosen in the first stage. This work proposes two scheduling algorithms named
MTRS (Maximum Throughput Request Selection) and MLRO (Minimum La-
tency, Request Ordering).

It is essential to highlight that our work can be classified under the multi-item
scheduling techniques.

3 System Overview

In this section, we first present some definitions, then the system architecture,
and finally, how the query results are organized to be transmitted in an air
channel.

3.1 Preliminary Details

There are a variety of Location-Based Queries, but the most popular ones are
the K-Nearest Neighbor Queries and Range Queries. In [7], the authors show
that a K-NN query can be converted to a circular range query centred at the
query owner’s position, and radius equals the distance between this owner and
the location of its K-th nearest neighbour. Accordingly, we assume that all user
requests are range queries. Hence, we understand a range query as follows:

– Range query (rq). A user is looking for all Points of Interest (POIs) whose
location falls into a given square region and satisfying a given condition. For
simplicity, we assume this condition is a single description of the type of POI
that the user is looking for. This type could be restaurant, hotel, hospital,
ATM, and so on. The square region is defined by the client’s position and
size (r), which its owner defines. Thus, we say the answer of a range query
rq corresponds to all POIs of a given type whose locations are within the
square area defined by the query.

Additionally, in the research literature, the K-anonymity approach has been
extended to a spatial K-anonymity. Here, a region called the cloaking region is
built for each user to protect its location privacy. A few authors have defined a



cloaking region as the set of positions that contains the exact user’s location, and
at least other K − 1 users’ locations [9, 30]. Other researchers assume a cloaking
region is a single and convex area enclosing the user’s exact location and also the
locations of others [21]. Finally, other authors consider a cloaking region as a list
of fragmented regions [13, 23, 22, 8] and the K − 1 positions are chosen in such
a way that the target user is highly likely to be located there as well. Although
our techniques can work with any of these approaches, we assume the latter one
in this work.

– Cloaking region (R). A set of K disjoint spatial locations in which a user
can be with high probability. The value K is the anonymity degree a user
demands, and one location of R must be the real user’s position.

For simplicity, we assume that the entire network area is split into LxL cells,
and a user’s cloaking region consists of a set of K different cells [23, 8], and one
of these cells contains the exact location of the user. Since we have introduced
the definition of a range query and a cloaking region, now we can introduce a
Location-Cloaked Query (LCQ):

– Location-Cloaked Query (q). Given a range query rq and a cloaking region R,
we define an LCQ as the set of all K range queries whose shape is the same
as rq, but each query is anchored at each location of R. Thus, answering an
LCQ means answering each of its corresponding range queries.

However, as many authors have shown, k-anonymity is not enough to preserve
privacy [18] and proposes the concept of l-diversity. A location-based query is
grouped with other nearby queries but has at least l-distinct sensitive attributes.
In other words, all these queries must all be of distinct type of POI. For example,
two users in the same neighbourhood demand 2-diversity. The first is looking for
a nearby hospital, and the second is looking for a liquor store. These two queries
have different semantics and can be considered sensible queries. Therefore the
system can submit them as one big query to reduce the loss of query privacy
since the LBS cannot distinguish which one comes from a specific user.

– A set of dummy queries (D(lcq)). Given an LCQ lcq, we define a set of
dummy queries as a collection of LCQs having at least l-distinct type of
POIs.

3.2 A Broadcasting LBS

Without prejudice to the generality, we assume there are many mobile GPS-
capable users and a single LBS server, which is responsible for handling all
data related to the point-of-interests (POIs). Each POI consists of a geographic
position and any description details about this position. The LBS indexes all
POIs for fast retrieval of the description from a database using a simple approach
proposed by [7, 15]. This approach partitions the network domain into a set of
cells, as shown in figure 1. The triangles represent some type of POI.



Fig. 1.Grid Partition of the application do-
main

Fig. 2. System Architecture

If the number of POIs located inside a cell exceeds some threshold, the LBS
recursively partitions this cell. The LBS server can maintain in the main memory
the indexing nodes, which stores the cell partitioning hierarchy. On the other
hand, all data nodes, each keeping a list of POIs, are stored on a disk and
retrieved when needed. In this paper, we assume the cost of processing an LCQ
is proportional to the number of data items that the server needs to recover from
the database.

The LBS server periodically broadcasts data related to all POIs within a
chosen list of cells to all users moving in the network area. For simplicity, we
assume the LBS server has a permanent public air channel to disseminate data
to everyone. Also, the LBS server can open a private air channel to transmit
data back to a user for a short period.

The system architecture is displayed in figure 2. When users do not find
answers to their queries, they submit them directly to the LBS at step (1).
The LBS processes them at step (2), and sends them back to each user its
corresponding answer through a private air channel. In parallel, the LBS also
chooses, sorts and broadcasts new data in tandem throughout the public air
channel at step (3). Finally, new users listen to the public air channel (4) and
download the data required by them without directly accessing the LBS server.

Each mobile user knows the network partitioning but has no details/description
of the nearby POIs. Before submitting a range query to the LBS, each user lis-
tens to the air channel until it listens to a unique mark that indicates the end
of the existing data transmission. If a user finds all POIs within its range query
satisfying a given condition or type, we say it satisfies its query, and this user
does not need to contact the LBS. On the contrary, if it does not find the data
required to answer its query, it needs to create a set of location cloaked queries.
First, it requests a cloaking region to protect location privacy and also a set of
dummy queries to protect query privacy to a third trusted party. Finally, the
user submits all these LCQs to the LBS.

For simplicity, we assume the LBS server keeps a query queue Q, and all in-
coming queries are first placed in this queue. After that, the server has completed



the transmission of some data; it processes in batch all outstanding queries in
Q and also transmits each specific answer to its corresponding user throughout
private air channels. Our problem arises when the LBS server needs to decide
what data should be broadcast to everyone. For one side, the server can reduce
its workload in query processing by transmitting a large amount of data. For the
other side, the server must limit the amount of transmitted data to reduce the
users’ response time.

To facilitate our analysis, we define the following key concepts:

– Server Workload. The number of queries answered by the LBS server in some
period throughout private channels. The higher this value is, the higher the
probability the server becomes a bottleneck.

– Response Time. The time elapsed since a user sent an LCQ to the LBS server
until it got the last data item that answered its query.

– Usefulness. Let d be the total amount of data that a client downloads from
the LBS server and d′ be the amount of data needed for its interest. Then,
client’s download usefulness (U) is defined as d′

d .A higher U means less client
battery power is consumed in listening to irrelevant data (due to location
cloaking).

– Effectiveness. Let d′′ be the amount of data needed for all users during
some period T and let B and ordered set containing the amount of data
transmitted in the air channel during T . Then, the effectiveness (E) of the

public broadcast is defined as d′′
|B| . A higher E means the public broadcast

contains relevant data to their clients.

.
Our idea to tackle our problem is to consider the broadcast channel as a

cache memory. Usually, the performance of the cache memory is determined by
its hit ratio. For operating systems, every time data is found within the cache, it
is an indication this data is relevant. However, our scenario is more challenging
because the LBS does not know with certainty what data is really needed and
provides more data than is really expected.

4 Air Channel Policies for a Broadcast LBS

Let Q be the set of outstanding LCQs at some time. When Q is processed, the
LBS server obtains the list C of all grid cells containing POIs relevant for all
queries in Q. For example, consider figure 3, in which two LCQs, denoted as
Q1 and Q2, need to be processed. The server retrieves all cells overlapping the
query which corresponds for Q1, the cells {5, 6, 7, 9, 10, 11, 13, 14, 15} and for Q2

are the cells {2, 3, 4, 6, 7, 8, 10, 11, 12} . In this figure, the black dot represents a
user’s location, and the red square identifies the cell in which a user is currently
moving. Finally, the server retrieves all data about the POIs in these cells from
its database.

When all relevant cells and their POIs are retrieved, the first server’s goal is
to establish an order of transmission of the POIs in the public air channel. We



Fig. 3. Example of the processing of two LCQs

define B as a FIFO queue that establishes the order of transmission of the POIs
related to C. It is relevant to mention that if the size of C is larger than the
maximum size allowed for B, denoted as |Bmax|, only a subset of C is broadcast
to everyone throughout the public air channel.

The algorithm 1 establishes a broadcast program, which indicates what data
should be transmitted first in the public air channel.

Algorithm 1: Preparing a Broadcast Program

Data: Q the list of outstanding queries at some point in time.
Result: A broadcast program B.

1 B ← ∅;
2 Qtemp ← Q;
3 while Qtemp �= ∅ do
4 Qeff← Qtemp;
5 while Qeff �= ∅ do
6 Ceff ← all cells requested by queries in Qeff ;
7 c ← cell with the highest priority in Ceff and c /∈ B;
8 B.push(c);
9 Remove from Qeff and Qtemp all queries whose relevant cells are

all included in B;

10 end
11 while |B| > |Bmax| do
12 Remove the cell with lowest priority from B;
13 end

14 end
15 Return B

Lines 5-10 choose the highest priority cell, and Qeff stores all queries over-
lapping such a selected cell. It is essential to highlight that a query response is
composed of multiple cells or items, and according to [7], to achieve an aver-
age low response time is necessary to transmit all cells relevant to the query as



close in as possible in the broadcast program. Lines 11-13 filter out those cells
with low priority only when the size of the broadcast program is larger than the
maximum one sets for the system.

One final aspect to discuss is how the broadcast program (aka cache memory)
is adjusted when new queries arrive at the LBS server. Here we have several ideas
based on the following definitions:

– Popularity of a cell. We calculate this priority as the number of queries
overlapping a cell. As suggested by [7], the more queries intersect a cell,
the higher the probability some user needs this data from that cell. Let us
consider figure 3; we can say cell 7 is more popular than cell 5 since two
queries overlaps cell 7, but only one for cell 5.

– Popularity of a query. The average popularity of the cells overlapped by this
query divided by the number of cells overlapped by the query. We want to
penalize those queries having a large cloaking region since this situation will
make the LBS transmit useless data.

Select data depending on the the popularity of their corresponding cells,
the time a cell has been present in a broadcast program, and the number of
current queries that are answered when a chosen cell is included in the broadcast
program. Given the size of the broadcast program (aka size of our cache), our
idea is to select a few specific cells from those requested in the current answered
queries and cells chosen in the latest broadcast program. In the best scenario,
the LBS does not receive new queries, which means it keeps broadcasting the
latest computed broadcast program; otherwise, the latest program is adjusted.

5 Conclusion

In this work, we have considered a location-privacy aware Location-Based Service
(LBS) that works at the application layer and proactively broadcasts location-
based items to all users in a service area. An item consists of the location of
a Point of Interest and extra information related to this point. Usually, a user
demands to know all POIs within a particular region, and thus a correct answer
consists of many items. When a user needs a service, it first listens to the data
being currently broadcast and usually tries to find multiple items. However, when
relevant data is not found for all needed cells, it submits a Location-Cloaked
Query to the LBS.

In this paper, we have discusses these challenges of periodically broadcasting
location-based items in a way that balances users’ response time, users’ location
& query privacy leaks, and the server’s workload. We expect to propose a system
that regularly adjusts a broadcast program based on current pending outstand-
ing LCQs and previous computed programs. The challenge is to predict which
data are not needy and can be removed for future broadcast. Finally, we plan
to test the impact of inserting some air index in a broadcast program as suggest
by [11].



6 Acknowledgments

This work supported by the Universidad del B́ıo-B́ıo of Chile and the Group of
Smart Industries and Complex Systems (gISCOM) under grant DIUBB 195212
GI/EF.

References

1. Aksoy, D., Franklin, M.: RxW: a scheduling approach for large-scale on-demand
data broadcast. ACM/IEEE Trans. on Networking 7(6), 846–860 (1999)

2. Alabdulatif, A., Kumarage, H., Khalil, I., Yi, X.: Privacy-preserving anomaly de-
tection in cloud with lightweight homomorphic encryption. Journal of Computer
and System Sciences 90, 28–45 (2017)

3. Andres, M., Bordenabe, N., Hatzikokolakis, K., Palamidessi, C.: Geo-
indistinguishability: differential privacy for location-based systems. In: Proceedings
of the 2013 ACM SIGSAC conference on Computer & communications security
(CCS’13). pp. 901–914 (Nov 2013)

4. is Beautiful, I.: World’s Biggest Data Breaches &Hacks.
https://www.informationisbeautiful.net/visualizations/worlds-biggest-data-
breaches-hacks, updated Oct. 2021

5. C., B., S., M., X.S., W., D., F., S, J.: Anonymity and historical-anonymity in
location-based services. Privacy in Location-Based Applications. Lecture Notes in
Computer Science 5599, 1–30 (2009)

6. Chen, J., Lee, V.C., Liu, K.: On the performance of real-time multi-item request
scheduling in data broadcast environments. Journal of Systems and Software 83(8),
1337–1345 (2010)

7. Galdames, P., Cai, Y.: Efficient processing of location-cloaked queries. In: Proc. of
IEEE Int’l Conf. on Computer Communications (INFOCOM’12). pp. 2480–2488
(2012)

8. Galdames, P., Gutiérrez-Soto, C., Curiel, A.: Batching location cloaking tech-
niques for location privacy and safety protection. Mobile Information Systems pp.
9086062:1–9086062:11 (2019)

9. Gruteser, M., Grunwald, D.: Anonymous Usage of Location-based Services through
Spatial and Temporal Cloaking. In: Proc. of the Int’l ACM Conf. on Mobile Sys-
tems, Applications and Services (MobiSys’03). pp. 31–42 (2003)

10. Gutiérrez-Soto, C., Galdames, P., Faúndez, C., Durán-Faúndez, C.: Location-
query-privacy and safety cloaking schemes for continuous location-based services.
Mobile Information Systems, Hindawi (2022)

11. Hu, Q., Lee, W.C., Lee, D.: Indexing techniques for wireless data broadcast under
data clustering and scheduling. In: Proceedings of the eighth international confer-
ence on Information and knowledge management (CIKM’99). pp. 351–358 (1999)

12. Indyk, P., Woodruff, D.: Polylogarithmic private approximations and efficient
matching. In: Int’l Conf. on Theory of Cryptography (TCC’06). pp. 245–264 (Oct
2006)

13. Li, T.C., Zhu, W.T.: Protecting user anonymity in location-based services with
fragmented cloaking region. In: 2012 IEEE International Conference on Computer
Science and Automation Engineering (CSAE). pp. 227–231 (2012)

14. Li, X.Y., Jung, T.: Search me if you can: Privacy-preserving location query service.
In: Proceedings of the IEEE INFOCOM. pp. 2760–2768 (2013)



15. Liu, F., Hamza-Lup, G., Hua, K.: Using broadcast to protect user privacy in
location-based applications. In: Proc. of IEEE Globecom 2010 Workshop on Web
and Pervasive Security (WPS 2010). pp. 1561–1565 (December 6-10 2010)

16. Liu, F., Hua, K., , Do, T.: A p2p technique for continuous knearest-neighbor query
in road networks. In: Proc. of the 17th International Conference on Database and
Expert Systems Applications (DEXA’07). pp. 264–276 (September 04 - 08 2007)

17. Lu, Z., Wu, W., Li, W.W., Pan, M.: Efficient scheduling algorithms for on-demand
wireless data broadcast. In: IEEE INFOCOM 2016-The 35th Annual IEEE Inter-
national Conference on Computer Communications. pp. 1–9 (2016)

18. Machanavajjhala, A., Gehrke, J., Kifer, D., Venkitasubramaniam, M.: L-diversity:
privacy beyond k-anonymity,. In: 22nd International Conference on Data Engineer-
ing (ICDE’06). pp. 24–24 (2006)
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Abstract. In a rapidly growing level of urbanization, overpopulation
has become one of the main problems for municipalities, the country’s
economy, and public administration. Many issues related to waste man-
agement, urban resource planning, air pollution, traffic and traffic conges-
tion, and public health issues challenge existing infrastructure. A smart
city aims to improve the way people live, create a more sustainable envi-
ronment, and make it easier for municipalities and governments to man-
age all of these processes. The application of artificial intelligence and
computer vision methods can solve the problems of a smart city (surveil-
lance, area coverage, land use and land cover, damage monitoring, fire
detection, etc.) that were impossible or hardly solved a few years ago.
Here we review deep learning and computer vision applications for smart
cities using remote sensing data. In addition, we present 2 types of data
sources for creating smart city datasets for cities in Armenia. The first
type is potential data sources that can be collected through the efforts
of the municipality, the second type is open source data ready to be used
for the solutions below.

Keywords: Smart City · Computer Vision · Deep Learning · Remote
Sensing · Artificial Intelligence.

1 Introduction

According to the World Bank dashboard, the world population in 2021 is 7.8
billion. At the same time, the level of urbanization in 2020 amounted to 56.15%
[1]. Based on the UN Economic and Social Affairs report in 2050 the level will
reach 68% [2]. Due to the overpopulation of existing cities, municipalities are not
prepared to deal with the many different challenges that a high level of urban-
ization brings with it. Many issues related to waste management, urban resource
planning, air pollution, traffic, transportation overload, and public health issues
challenge existing infrastructure [3]. Cities are currently facing these challenges
and are trying to find new, revolutionary and smart ways to deal with emerging
and existing overpopulation problems. Although the concept of a smart city is
becoming more and more trendy among researchers, there is no single clear def-
inition of what this paradigm represents. Paskaleva K.A. (2009) defines a smart
city as one that takes advantage of the opportunities offered by Information



and Communication Technologies (ICT) in increasing local prosperity and com-
petitiveness – an approach that implies integrated urban development involving
multi-actor, multi-sector and multi-level perspectives [4]. A city “connects the
physical infrastructure, the IT infrastructure, the social infrastructure, and the
business infrastructure to leverage the collective intelligence of the city” [5]. A
city “combining ICT and Web 2.0 technology with other organizational, design
and planning efforts to dematerialize and speed up bureaucratic processes and
help to identify new, innovative solutions to city management complexity, to
improve sustainability and livability” [6].

In 2012, Chourabi introduced a completely new framework to explain smart
city concepts, and based on this framework, there are 8 critical factors that can
help create new smart city initiatives: management and organization, technology,
governance, policy context, people and communities, economy, built infrastruc-
ture, and natural environment [3].

As we can see above, in different publications the concepts of a smart city are
described in different ways, but one thing unites them. Most researchers note
the importance of ICT in the development and implementation of smart city
concepts in urban infrastructure. In Chourabi’s framework technology is one of
the 8 factors that can influence the development of the city.

As was mentioned before ICT is one of the game-changer in city planning, it
has a huge impact on the development and implementation of smart city con-
cepts. Technologies like sensors, IoT, networks, and algorithms can make cities
smarter[7]. Those technologies can have a huge impact on all different infrastruc-
tures of the city like city administration, education, healthcare, public safety, real
estate, transportation, and utilities. Harrison et al. mention the importance of
operational data, which is a combination of data extracted from traffic, power
consumption, and other sources, in order to optimize the operations. In their
work three points are mentioned as the most important features of smart cities:
(1) the near-real-time data obtained from physical and virtual sensors, (2) the
interconnection between different services and technologies inside the city, and
(3) the intelligence from the analysis of the data and the process of optimizing
and visualizing it [5]. Sensing technologies and IoTs are the source of the huge
volume of data that can be gathered and processed to solve problems like water
distribution, electricity distribution, energy consumption in buildings, building
and bridges monitoring, environmental monitoring, etc [22]. Some researchers
stress the importance of data gathering, as a starting point for creating a smart
city. Then this data can be used to provide services [8]. Gharaibeh and al. discuss
different applications of smart cities using data gathered from sensor networks,
Unmanned Aerial Vehicles (UAVs), Vehicular Ad hoc Networks (VANETs), IoT,
Social Networks, 5G and Device-to-Device (D2D) communications [23].

2 Visual Data for Smart City Problems

The many definitions presented above show that ICT is one of the keys to success
in making a city smart. But collecting data is only a small part of the whole



process. Gathered data can be used differently: (1) visualization mechanisms
like dashboards for different e-government departments [9], (2) video streaming
from surveillance cameras for safety reasons [10,11], (3) monitoring systems for
buildings and roads [12], (4) sensors for transportation improvements [13].

A huge part of the data for the smart city can be visual data gathered from (1)
surveillance cameras, (2) city cameras, (3) Unmanned Aerial Vehicles (UAV), (4)
Satellites, etc. Visual data can be used for data visualization and AI in different
areas.

One of the most useful data sources can be aerial imageries, that gather
remote sensing data. “Remote sensing is the practice of deriving information
about the Earth’s land and water surfaces using images acquired from an over-
head perspective, using electromagnetic radiation in one or more regions of the
electromagnetic spectrum reflected or emitted from the Earth’s surface” [14].

Remote sensing data is collected with the help of special cameras which mea-
sure reflected and emitted radiation of an area at a distance. They use different
technologies like photogrammetry or LiDAR sensors to find fingerprints of ob-
jects on the Earth surface. Based on the type and the used technology these
cameras can be placed on:
– Satellites and airplanes and can collect images of very large areas on the

Earth surface,
– Sonar systems on the ships can scan the ocean floor without reaching the

bottom,
– Cameras on satellites can be used to capture temperature changes in oceans.

Types of remote sensing data differ depending on camera type and where it
will be placed. Those are different types of remote sensing data:
– Light Detection and Ranging (LIDAR),
– Radio Detection and Ranging (RADAR),
– Unmanned Aerial Systems (UAS),
– Hyperspectral Imagery,
– Thermal Imagery,
– Aerial Photography.

LIDAR cameras use laser signals to capture objects on the surface of the
earth, RADAR systems work with radio waves instead of a laser. The third
type uses Unmanned Aerial Vehicles or other similar technologies to capture
images from the bird’s height. Hyperspectral Imageries analyze a wide spectrum
of light instead of capturing images in RGB. Thermal systems use heat to identify
and visualize objects. Aerial images are very similar to UAS images, the main
difference is that aircraft, rockets, or other spacecraft are used to capture images.

3 Machine Learning and Computer Vision Applications
in Smart Cities

Remote sensing data is collected in huge quantities. The correct use of such a
volume of remote sensing data can become a solution to various smart city prob-
lems. And some of these solutions can be found using AI and machine learning



methods. Machine learning algorithms (Support Vector Machines (SVM), En-
semble models) were used in early applications of AI in remote sensing. Nowa-
days the research involves more and more applications of deep learning. First
damage detection, classification, and localization problems are solved with algo-
rithms like SVM, and later Convolutional Neural Networks (CNN) as well [15]. A
huge amount of smart sensors and Internet of things (IoT) data was gathered in
the sector of energy consumption and mobility where classical machine learning
algorithms are more useful.

Cugurullo suggests three categories of urban artificial intelligence. The first
one is associated with autonomous cars, which can result in many urban changes
like decreasing traffic, energy use, etc. The second category is robotics, which can
improve and fasten many mechanical processes. And last but not least is the city
brain which is a monitoring mechanism that can collect data from different IoT
sensors, analyze the data and create more data-driven decision-making processes
[16].

Deep learning techniques are one of the most popular ones when it comes to
AI in smart cities. The subfield of it is convolutional neural networks which can
be very effective in solving different computer vision techniques. CNNs are the
state of the art for image data. Aerial, remote sensing imageries and surveillance
videos can be input data for computer vision models.

Classification and object detection networks can be used for rescue monitor-
ing, destruction monitoring, area coverage calculations, environment mapping,
and surveillance. Drone data can be used in smart parking, fire detection, en-
vironmental clean-up, agricultural monitoring, etc [17]. Few-shot learning tech-
niques [20] and Siamese networks [21] can be used for image registration.

City cameras can be used in authentication in different urban areas (sub-
ways, airports, and other public places. For security reasons, car license plate
identification and face recognition techniques can be applied [18]. Calculating
traffic volume and driving quality estimation can be done using city cameras or
UAV data. City cameras are a reliable source of data, however, they may have
issues with coverage. UAVs can be used to collect data from regions where it’s
difficult to deploy other technologies [23]. Siamese networks can be used in image
registration problems [19]. Table 1 shows the types of smart city solutions and
the computer vision techniques needed to implement them.

4 Implementation for Yerevan

As was mentioned above there are 4 main remote sensing data sources that can
be used for implementing computer vision techniques to solve smart city prob-
lems: UAVs, city cameras, aerial images, and satellite images. To collect UAV
and aerial images some governmental funds and initiatives are needed. That’s
why for the rest of the paper we will discuss only accessible and existing data
sources. Existing data sources for Yerevan are city cameras and satellite im-
ages. According to a 26.08.2020 report of the Police of RA states, there are 150
crossroad cameras in Yerevan. Many other cameras are placed from Yerevan Mu-



Table 1. Summary of computer vision application with remote sensing data for smart
cities.

Problem Type Computer Vision Technique Remote Sensing
Data Type

Rescue Monitoring Object detection, segmentation UAV, aerial images

Area Coverage, Land Usage,
and Lang Coverage (LULC)

Object detection, segmentation UAV, aerial images
satellite images

Damage Monitoring Classification, object detection UAV, city cameras

Surveillance Classification, object detection,
anomaly detection

City cameras, UAV

Smart Parking Classification, object detection City cameras, UAV

Fire Detection Classification City cameras, UAV

Agricultural Monitoring Object detection, Segmentation UAV, aerial images,
satellite images

People Authentication Object detection, Siamese networks,
Few shot learning

City cameras

License Plate Detection Object detection City cameras, UAV

Drivers Behavior Estimation Anomaly detection City cameras

Image Registration Siamese network, Few-shot learning UAV, aerial images,
satellite images



nicipality showing aerial views of the Republic Square, Sasuntsi David Square,
Cascade complex, North Avenue, Mashtots park, Charles Aznavour, and Gare-
gin Nzhdeh Squares in Yerevan city. The main problem with these cameras is
that data is lifestream and it’s not collected for a longer timestamp. Moreover,
the companies that own cameras don’t have warehouses to keep that much data.
The next data source mentioned above is satellite images. 3 satellites collect
data from Armenia as well: Landsat-7, Landsat-8, and Sanitel-2. USA launched
Landsat-7 on April 15, 1999. At the time it was the most accurately calibrated
Earth-observing satellite. Landsat-8 is an American Earth observation satellite
launched on 11 February 2013. Those two are the seventh and eighth satellites
in the Landsat program. Landsat-7 and Landsat-8 have spatial resolutions of
30 meters. Sentinel-2 is an Earth observation mission from the Copernicus Pro-
gramme that systematically acquires optical imagery at a high spatial resolution
over land and coastal waters. The spatial resolution of Sanitel-2 is from 10 to 60
meters.

Table 2. Satellite cene of Yerevan

Name Number of scenes of Yerevan
from 09/30/2020 - 09/30/2021

Monthly number of
scenes of Yerevan

Coverage
in km per scene

Landsat-7 44 3-4 185x180

Landsat-8 35 3-4 183x183
Sanitel-2 132 8-12 290x290

Table 2 represents the number of scenes(images) of Yerevan per satellite
mentioned above. Here it is noticeable that satellites cover a huge area of land
which are good for several types of problems described above (Area Coverage,
LULC, Agricultural monitoring, etc), but may not be possible to use in other
cases (Damage Monitoring, Surveillance, Fire Detection, etc.)

5 Conclusion

A huge part of smart city problems can be defined as machine learning and deep
learning problems, but main differentiations are underlying in data type, size,
and structure. Here AI problems are more unique, as domain knowledge and data
specialties create new difficulties that are different from classic, general-purpose
AI problems.

Smart City solutions are new for Yerevan. Concepts and potential imple-
mentations are discussed at many datatons and other conferences. However, real
implementations are lacking. Only small projects were developed, such as smart
parking lots with camera detection, educational platforms. Many small projects
and groups are working on specific solutions such as smart garbage collection,
smart traffic, etc. However, the lack of procedures and well-designed plans sup-
ported by the government hinders the implementation of more general solutions.



However, Yerevan has great potential to use the large amount of data already
collected to solve the problems presented in the previous section.

Smart city challenges cannot be solved without proper data, and remote
sensing is one such data source that can be most useful. Remote sensing data
enables several smart city challenges to be addressed, ranging from city mon-
itoring with dashboards to AI applications for more complex tasks. However,
collecting and working with such big data can be a challenge. The examples in
Yerevan showed that good infrastructure is needed to create processes for work-
ing with such data. Funding from the government or municipality is important
to establish proper data collection procedures and warehouses to collect data
from UAVs, aerial images, and city cameras. In addition, it is important to cre-
ate well-defined procedures and problems to solve with already available data
(eg open satellite imagery).

However, existing datasets can help with AI tasks such as area coverage
and land use prediction, agricultural monitoring, water quality monitoring, etc.
They can be the first steps towards more technological and smart cities without
requiring huge resources.
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3. Guidance to improve a question

Please read this guidance and use it as your reference for the question improvement task.

This guidance explains how to improve the complexity level of question based on four level of question quality.
Complex question requires complex answer. Each type of question is providedwith examples inside the box.

Level 1. Factual Question
Simple question that requests a simple answer, such as a single fact that do not involve explanations. Examples are:

1.What is the name of largest lake in the world?
2. What is the name of largest computer network in the world?

Level 2. Descriptive Question
Simple question requests for general description of concepts. Examples are:

1.What is the name of largest lake in the world? (Level 1)
Can be improved to:
How does the largest lake in the world formed?

2. What is the name of largest computer network in the world? (Level 1)
Can be improved to:
What is Internet?

Level 3. Complex Explanation Question
Complex question asking about specific/detailed aspects or features from the concept. Examples are:

1. How does the largest lake in the world formed? (Level 2)
Can be improved to:
Why does The Caspian Sea considered as the only salt water lake in the world?

2.What is Internet? (Level 2)
Can be refined to:
Explain the role of Transmission Control Protocol (TCP) in the Internet

Why does The Caspian Sea considered as the only salt water lake in the world? (Level 3)
Can be improved to:
What is the difference between The Caspian Sea and The Lake Superior in term of how they formed million years ago?

Explain the role of Transmission Control Protocol (TCP) in the Internet (Level 3)
Can be improved to:
How does the TCP and Internet Protocol (IP) work together for data transmission between computers in the Internet?
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Abstract. Applications such as speech recognition and machine trans-
lation use language models to select the most likely translation among
many hypotheses. For on-device applications, inference time and model
size are just as important as performance. In this work, we explored
the fastest family of language models: the N -gram models for the Ar-
menian language. In addition, we researched the impact of pruning and
quantization methods on model size reduction. Finally, we used Bye Pair
Encoding (BPE) to build a subword language model. As a result, we ob-
tained a compact (100 MB) subword language model trained on massive
Armenian corpora.
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1 Introduction

Language modeling is a fundamental task of natural language processing (NLP).
Models that assign probabilities to sequences of tokens are called language mod-
els or LMs. Here, tokens can be either words, characters, or subwords. The
N -gram is the simplest model that assigns probabilities to sentences and se-
quences of tokens. Although the N -gram models are much simpler than mod-
ern neural language models based on recurrent neural network (RNN) [11, 19]
and transformers [1, 4, 18], they are much faster than others since they perform
constant-time lookups and scalar multiplications (instead of matrix multiplica-
tions in neural models). As always, trade-offs exist between time, space, and
accuracy [2]. Hence, much recent work has been looking at building faster and
smaller N -gram language models [5, 6, 17].

N -gram language models are widely utilized in spelling correction [10], speech
recognition [7] and machine translation [21] systems. In such systems, for each
utterance/sentence translation, the system generates several alternative token
sequences and scores them using N -gram LM to peek the most likely transla-
tion sequence. In addition, LM rescoring can be combined with beam search
algorithms [8].



Armenian language has a rich morphology: one word can have several tenses
and surface forms. Moreover, in the Armenian language, one can form long words
by stringing together word pieces. The inclusion of every form in the vocabulary
will make it intractable. Subword dictionaries, in which words are divided into
frequent parts, can help reduce vocabulary size. There have been many efforts in
using word decomposition and subword LMs for dealing with out-of-vocabulary
words in inflective languages such as Arabic [15], Finnish [23], Russian [16],
and Turkish [24]. Review of literature revealed that there have been no publicly
available LM resources for the Armenian language. This work is devoted to
creating a compact and fast N -gram LM for the Armenian language.

In summary, we will give answers to the following practical questions: Q1.
What order of N -grams is enough to build a good LM for the Armenian lan-
guage? Q2. How much data is needed to build a model? Q3. How can pruning
and quantization help reduce the size of the model? Q4. Can we build more
compact models by using subwords?

In addition, we are going to release training codes and models.4

2 Background

Language Modeling (LM) is the task of predicting what token or word comes
next. You might also think of an LM as a system that assigns probability to
a piece of text. The probability of a sequence of n tokens tn1 := {t1, ..., tn} is
denoted as P (tn1 ). Using the chain rule of probability we can decompose this
probability:

P ({t1, ..., tn}) =
n∏

k=1

P (tk|tk−1
1 )

Instead of computing the probability of a token given its entire history, it
is usually conditioned on a window of N previous tokens. The assumption that
the probability of a token depends only on the previous N − 1 token is called a
Markov assumption:

P (tk|tk−1
1 ) ≈ P (tk|tk−1

k−N+1)

We can estimate the probabilities of an N -gram model by getting counts
from a corpus, and normalizing the counts so that they lie between 0 and 1.
For example, to compute a particular N -gram probability of a token tk given
a previous tokens tk−1

k−N+1, we’ll compute the count of the N -gram tkk−N+1 and

normalize by the sum of all the N -grams that share the same prefix tk−1
k−N+1:

P (tk|tk−1
k−N+1) =

Count(tkk−N+1)∑
t Count(tk−1

k−N+1, t)
=

Count(tkk−N+1)

Count(tk−1
k−N+1)

where Count(x) is the number of times the token sequence x appears in the
training corpus.

4 https://github.com/naymaraq/arm-n-gram



There are two major problems with N -gram language models: storage and
sparsity. To compute N -gram probabilities we need to store counts for all N -
grams in the corpus. As N increases or the corpus size increases, the model size
increases as well. Pruning and Quantization may provide a partial solution to
reduce the model size. Any N -gram that appeared a sufficient number of times
might have a reasonable estimate for its probability. But because any corpus is
limited, some perfectly acceptable tokens may never appear in the corpus. As a
result of it, for any training corpus, there will be a substantial number of cases
of putative “zero probability N -grams”. To keep an LM from assigning zero
probability to these unseen events, we’ll have to shave off a bit of probability
mass from some more frequent events and give it to the events we’ve never seen.
This is called smoothing. There are many ways to do smoothing: add-one(add-k)
smoothing, backoff, and Kneser-Ney smoothing [12].

3 Experiments

3.1 Setup

We estimate N -gram probabilities on Armenian Wikipedia corpus5 and CC-100
Web Crawl Data6 [3]. To test the language models, we compute perplexity on
two test datasets: Armenian Paraphrase Detection Corpus7 (ARPA [14]) and
Universal Dependencies treebank8 (UD). The perplexity of a language model
can be understood as a measure of uncertainty when predicting the next token.

All datasets are normalized by removing punctuation marks and non-Armenian
symbols. Table 1 provides some statistics of the data after all normalization steps
have been performed. Table 2 shows unique N -gram counts presented in training
corpus.

We are going to measure perplexity of the corpus C that containsm sentences
and N tokens. Let’s the sentences (s1, s2, ..., sm) be part of C. Under assumption
that those sentences are independent, the perplexity of the corpus is given by:

Perp(C) = N

√
1

p(s1, s2, ..., sm)
= N

√
1∏m

k=1 p(sk)

We use KenLM [9] to train language models. KenLM implements two data
structures: Probing and Trie, for efficient language model queries, reducing both
time and memory costs. KenLM estimates language model parameters from text
using modified Kneser-Ney smoothing.

5 https://github.com/YerevaNN/word2vec-armenian-wiki
6 https://data.statmt.org/cc-100/
7 https://github.com/ivannikov-lab/arpa-paraphrase-corpus
8 https://github.com/UniversalDependencies/UD Armenian-ArmTDP



Dataset Tokens (M) Bytes Split

CC-100 409 5.4Gb train
Wiki 18.6 249Mb train

ARPA 0.133 1.8Mb test
UD 0.034 425Kb test

Order (N) Count of unique N -grams

1 3648574

2 60190581

3 160796455

4 217396323

5 233510708

3.2 Q1. Order of Grams vs Perplexity

To determine what order of N -grams is sufficient to build a good LM for Ar-
menian, we trained several LMs with different orders and calculated perplexity
on the test datasets. Figure 1 shows the trend between perplexity and order of
N -gram. It also shows how the size of the model changes as N increases.

From Figure 1 we can deduce that the effective orders are 5 and 6 grams.
Although their sizes are quite large: 3.9GB and 5.5GB.

Fig. 1. N -gram order vs perplexity.

3.3 Q2. Training orpus ize vs Perplexity

The next question we would like to ask is about corpus size. If the training
corpus is small, we will end up with a very sparse model, and all perfectly
acceptable Armenian tokens will be considered unknown. To find out how much



Fig. 2. Number of tokens in training corpus vs perplexity.

data is required, we shuffled and divided the entire training corpus into parts and
trained a 5-gram LM for each part. Figure 2 shows the trend between perplexity
and corpus size.

It can be seen that perplexity reaches saturation when the number of tokens
exceeds 380M. Of course, there is always a trade-off between corpus size, per-
plexity and the model size: the larger the corpus size, the less perplexity and the
larger the model.

3.4 Q3. Quantization and Pruning

On-device applications should be as compact as possible. So, the next question
we would like to raise concerns the size of the model. Can we build a smaller
LM without sacrificing performance?

To reduce the size of the model, we prune all n-grams that appear in the
training corpus less than or equal to a given threshold. In addition, we use
quantized probabilities by setting fewer bits. For this experiment, we trained a
5-gram LM.

The effect of pruning and quantization is provided in Table 3. Quantization
can help reduce the size of a model by a couple of megabytes without perplexity
degradation. In contrast, pruning drastically reduces the size of the model at
the cost of worsening perplexity. For example, removing all n-grams less than
or equal to 4 can reduce the size of the model by more than 12 times with a
relative perplexity degradation of 36% for the UD dataset and 100% for the
ARPA dataset.



Pruning threshold N-bits Size UD ARPA

0 5 3.44Gb 3043.47 631.58
0 6 3.59Gb 3068.62 638.84
0 7 3.74Gb 3075.99 641.57
0 8 3.9Gb 3089.41 642.93

2 5 481.28Mb 3781.29 1131.82
2 6 501.76Mb 3768.36 1128.14
2 7 512.0Mb 3767.81 1125.54
2 8 532.48Mb 3764.69 1125.0

4 5 296.96Mb 4252.71 1344.56
4 6 307.2Mb 4219.03 1335.89
4 7 317.44Mb 4218.13 1332.73
4 8 317.44Mb 4217.73 1332.84

6 5 245.76Mb 4473.19 1486.95
6 6 245.76Mb 4432.03 1474.89
6 7 256.0Mb 4435.29 1471.75
6 8 256.0Mb 4431.23 1471.89

8 5 215.04Mb 4694.73 1588.09
8 6 225.28Mb 4655.29 1576.21
8 7 225.28Mb 4652.95 1571.46
8 8 225.28Mb 4652.89 1571.94

3.5 Q4. Subword Language Modeling

So far, we have considered text as a sequence of words separated by a space. Space
tokenization is an example of word tokenization, which is defined as breaking
sentences into words. Word tokenization method can lead to problems for mas-
sive text corpora and usually generates a very big vocabulary (e.g. our training
corpus contains 3, 648, 574 unique tokens, see Table 1). Instead of using word
tokenization, we will use subword tokenization, which is based on the princi-
ple that frequently used words should not be split into smaller subwords, but
rare words should be decomposed into meaningful subwords. There are several
subword tokenization algorithms: Byte-Pair Encoding [22] , WordPiece [20], and
SentencePiece [13]. Subword tokenization allows the model to have a reasonable
vocabulary size. In addition, subword tokenization enables the model to process
words it has never seen before, by decomposing them into known subwords. This
is especially useful in agglutinative languages such as Armenian, where you can
form long words by stringing together subwords.

We trained a BPE tokenizer with a vocabulary size of 128 using the Senten-
cePiece package9. Next, we build several N -gram models on a tokenized corpus.
Figure 3 shows the trend between perplexity and order of N -gram for subword
model. It also shows how the size of the model changes as N increases.

9 https://github.com/google/sentencepiece



Fig. 3. N -gram order vs perplexity (subword).

Pruning Size UD ARPA

0 36.66Gb 6.055 3.941
2 1.11Gb 6.199 4.19
4 634.88Mb 6.323 4.306
6 440.32Mb 6.373 4.381
8 348.16Mb 6.435 4.44
10 286.72Mb 6.53 4.491
16 184.32Mb 6.781 4.619
20 153.6Mb 6.892 4.69
24 122.88Mb 7.02 4.751
30 102.4Mb 7.146 4.837

First, in the Figure 3 the perplexity (0-10) is significantly lower than per-
plexity of the word-based tokenized model (0-7000, see Fig. 1). This is because
we no longer have unknown tokens. In contrast to word-based models, subword
models are much larger (e.g. 10-gram subword model is 3 times bigger).

Since the sequences no longer contain words, but contain subwords, in order
to capture sufficient context, we need to consider higher order grams. From the
figure 3 it can be seen that the higher the order, the larger the model (for
example, a subword model with 10-gram has a size of 36.7 GB). To reduce the
size of the model, we use pruning again. Table 4 provides information about
the pruning effect for the subword model with 10-gram. It can be seen that we
can reduce the model size by a factor of 368 from 36.7 GB to 102 MB with



a relative perplexity degradation of 18% for the UD dataset and 23% for the
ARPA dataset.

4 Conclusions

In this article, we have explored N -gram language models for the Armenian
language. Our experiments have shown that for word-based language models,
the effective orders are 5 and 6. In contrast, the effective order for subword
language models can be higher than 10.

Also, we have explored the impact of pruning and quantization on the trade-
off between model size and perplexity. Quantization can help reduce the size
of the model without significantly degrading perplexity. Pruning, on the other
hand, drastically reduces the size of the model at the expense of aggravating
perplexity. For the subword language model, the perplexity degradation is much
lower than for the word-based language model.

We have released compact N -gram language models built on very large cor-
pora.
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1

Complicated geometrical patterns occur in many areas of science. Their analysis
requires creation of mathematical models and development of special mathemat-
ical tools. The corresponding area of mathematical research is called Stochastic
Geometry (see [7]). Among more popular applications are Stereology and To-
mography (see [8], [7] and [2]).

Reconstruction of the body over its cross section is one of the main tasks of
geometric tomography, a term introduced by R. Gardner in [7]. If D ⊂ R

n (Rn

is n-dimensional Euclidean space) is a compact convex body, it is possible to
intersect it by a random k-flats (1 < k ≤ n − 1). If the body D is intersected

� The investigation is done with partial support by the Mathematical Studies Center
at Yerevan State University.

Abstract. The present report contains a review of the main results of
Yerevan research group in tomography of bounded convex bodies. LetRn

(n ≥ 2) be the n-dimensional Euclidean space, D ⊂ Rn be a bounded
convex body. Random k-flats in Rn, 1 ≤ k ≤ n − 1 generate cross sec-
tions of random size in convex body D. As D is a convex body, then
obviously intersections of k-flats with D are always connected subsets of
Rn for every k ∈ {1, ..., n − 1}. The determination of the distribution
of size of cross sections has a long tradition of application to collections
of bounded convex bodies forming structures in metal and crystallogra-
phy. However, calculations of geometrical characteristics of random cross
sections is often a difficult task. In a special case k = 1 we call the corre-
sponding distribution function as the chord length distribution function.
For n = 2 the list of known results was expanded after 2005 when N. G.
Aharonyan and V. K. Ohanyan obtained the explicit formula of the chord
length distribution function for a regular polygon. A computer program
is created which gives values of a chord length distribution function in
the case of a regular n-gon for every natural n ≥ 3. These all problems
have applications in Medicine Tomography.

� �



by k-flats, then a k-dimensional section contains some information on D. The
natural question arises whether it is possible to reconstruct D, if we have a
subclass of k-dimensional cross-sections. Reconstruction of convex bodies using
random sections makes it possible to simplify the calculation, since the estimates
of probability characteristics can be obtained using the methods of mathematical
statistics. Quantities characterizing random sections of the body D (such as the
random chord length, the chord length in the random direction, the surface area
of a random section of the body formed by the intersection of a random k-plane,
and others) carry some information on D and if there is a connection between
the geometrical characteristics of D and probabilistic characteristics of random
cross-sections, then by a sample of results of experiments we can estimate the
geometric characteristics of the body D. The question of the existence of a
bijection between bounded convex bodies D and distribution functions of the
chord length FD(x) was made by the famous German mathematician Wilhelm
Blaschke. Further mathematics considered subclasses of bounded convex bodies
for which the chord length distribution function reconstructed non-congruent
elements of a subclass. Although the chord length distribution function FD(x)
does not reconstruct the compact convex body, yet it contains information about
the volume, surface area and other characteristics of the body.

Denote by Sn−1 the (n − 1)-dimensional sphere of radius 1 centered at the
origin. Let Πru⊥D the orthogonal projection of D on the hyperplane u⊥(u⊥ is
the hyperplane with normal u and passing through the origin).

Definition 1 The covariogram of a convex body D is defined by

CD(x) := Vn(D ∩ {D + x}), x ∈ R
n, (1)

where D+x = {P+x : P ∈ D} and Vn(·) is the n-dimensional Lebesgue measure.

CD(x) is invariant with respect to translations and reflections. The same problem
was posed independently in the context of probability theory.

Whether the distribution of the difference η1−η2 of two independent random
variables η1 and η2 that are uniformly distributed over D determines D up to
translation and reflection?

It follows from the following formulae:

CD(x) =

∫
Rn

ID(y) ID+x(y) dy =

∫
Rn

ID(y) ID(y − x) dy,

where ID(·) – the indicator of the set D, while

fη1−η2
(x) =

1

Vn
2(D)

∫
Rn

ID(y) ID(y − x) dy =
CD(x)

Vn
2(D)

, (2)

where fη1−η2
(x)- the density function of the distribution of the difference η1−η2.

Note, that the density function f(x) of each random variable ηi, i = 1, 2
equals:

f(x) =
ID(x)

Vn(D)
. (3)



The problem also arises in the Fourier analysis:
Determining a function γ, with compact support in R

n from the modulus of
its Fourier transform (characteristic function, if γ is a density function of some
random variable)? It follows from a remark, that the characteristic function of
a difference of two independent and identically distributed random variables η1
and η2 has the following form:

|ϕ(t)|2
where ϕ(t) is the characteristic function of the random variable ηi, i = 1, 2, and
as the function γ we have to take normalized indicator function of form (3) (see
[17]).

Therefore, the last problem reduces to the covariogram problem, because
taking the characteristic function of the right- and left-hand side of formula (2)
we obtain:

ϕCD(x)(t) = |ϕ(t)|2

, while ϕ(t) is the char-where ϕCD(x)(t) is the characteristic function for C
2
D(x)

V (D)

acteristic function of the random variable (3).
G. Matheron proved, that for any t > 0 and ϕ ∈ Sn−1

∂CD(tϕ)

∂t
= −Vn−1({y ∈ ϕ⊥ : L1(D ∩ (lϕ + y)) ≥ t}), (4)

where lϕ + y is the line, parallel to the direction ϕ through the point y, while
ϕ⊥ denotes the orthogonal complement of ϕ, that is, the hyperplane in R

n with
normal direction ϕ ∈ Sn−1.

Let G be the space of all lines in the Euclidean plane R
2, g ∈ G, and (p, ϕ)

are the polar coordinates of the foot of the perpendicular to g from the origin;
p ≥ 0, ϕ ∈ S1. For a closed bounded convex domain D ⊂ R

2 we denote by
SD(ϕ) the support function in direction ϕ ∈ S1 defined by

SD(ϕ) = max{p ∈ R
+ : g(p, ϕ) ∩D �= ∅},

where R
+ is the set of nonnegative real numbers.

For a bounded convex domain D ⊂ R
2 we denote by bD(ϕ) the breadth

function in direction ϕ ∈ S1, that is, the distance between two support lines to
the boundary of D that are perpendicular to ϕ. We have

bD(ϕ) := SD(ϕ) + SD(ϕ+ π).

Note that bD(ϕ) is a periodic function with period π.
A random line which is parallel to u and intersects D has an intersection

point (denote by x) with Πru⊥D. Assuming that the intersection point x is
uniformly distributed over the convex body Πru⊥D we can define the following
distribution function:

Definition 2 The function

FD(u, t) =
Vn−1{x ∈ Πru⊥D : V1(g(u, x) ∩D) < t)}

bD(u)
(5)



is called orientation-dependent chord length distribution function of D in di-
rection u at point t ∈ R1, where g(u, x) is the line which is parallel to u and
intersects Πru⊥D at point x and bD(u) = Vn−1(Πru⊥D).

Matheron formulated a hypothesis that there exists a one-to-one correspondence
between FD(u, t) and bounded convex bodies. Matheron’s hypothesis received a
positive solution for any D in the planar case. In the case of finite-dimensional
spaces with n > 3 Matheron’s hypothesis has received a negative answer. Very
little is known regarding the covariogram problem when the space dimension is
greater than 2. In the case of 3-dimensional space the problem is open. Nev-
ertheless, for the case of bounded convex polyhedron for n = 3 Matheron’s
hypothesis received a positive answer (see [5]). It is known that centrally sym-
metric convex bodies in any dimension, are determined by their covariogram up
to translations. We note that in the case where there is Matheron’s hypothe-
sis, the authors prove the existence and uniqueness of D, but do not construct
the corresponding unique D. Hence it is important the works of Yerevan group
of mathematicians which gives explicit expressions both the covariogram and
the distribution functions FD(u, t) and FD(t) for a broad class of convex bodies
as in the plane as in the 3-dimensional space (see [12] and [13]). A practical
application these results in crystallography can be found in [4] and [12].

The natural question arises whether it is possible to reconstruct the body
having values of FD(u, x) only for a finite set of directions. This question re-
ceived negative answer, because it is possible to construct two non-congruent
triangles that have the same chord length distribution function for a fixed set of
m directions, where m is a natural (see [15]). The question arises whether it is
possible to find a subclass of convex bodies, where it is possible to reconstruct
a body from the values of FD(u, x) for a finite set of directions.

Till recently explicit expressions for the chord length distribution functions
have been known in the case when D is a disc, a regular triangle and a rectangle
(see [7] and [1]). These results have been obtained using the definition of chord
length distribution function for a domain D.

In the recent years our group has obtained important results in this direction.
We have obtained explicit expression of the chord length distribution function
for any regular polygon (see [8]). In the particular cases of a regular triangle,
a square, a regular pentagon and a regular hexagon our formula for the chord
length distribution function coincides with formulas available in the literature
(see [1] — [3], [10], [16] and [6]) for n = 3, 4, 5 and 6 correspondingly.

In the last years the notion of orientation-dependent chord length distribu-
tion function have been introduced. In the paper [14] an explicit formula for
orientation-dependent chord length distribution function for any bounded con-
vex domains D have been obtained. These questions are connected with Co-
variogram Problem: Does the covariogram determine a convex body, among all
convex bodies, up to translations and reflections? G. Matheron conjectured a
positive answer for this problem, [1] and [9]. In fact, the covariogram problem is
equivalent to the problem of determining a convex body from all its orientation-
dependent chord length distributions (see [5] and [11]). All these problems are



the problems of geometric tomography ([7]), since orientation-dependent chord
length distribution function is the probability that parallel X-ray in direction φ
less than or equal to y.
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